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Abstract

We propose a general model of decision-rights allocation and choice,

formulated in the context of a dynamic psychological game. Decision

rights are valued not only according to the value of the outcomes, but

also according to the procedure by which outcomes are achieved. We

introduce freedom, power, and interference as such procedural motiva-

tions. In a novel laboratory experiment, we separately measure free-

dom, power, and interference preferences. Interference aversion best

explains participants’ behavior. Most participants value decision rights

not because they enjoy having freedom of choice or power over others,

but because they dislike letting others interfere in their outcomes.
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1 Introduction

Economics has traditionally considered decision rights solely for their in-

strumental value, i.e., according to the expected utility associated with the

outcomes achieved via the exercise of decision rights. This view has guided

the study of what constitutes an optimal allocation of decision rights and,

as a consequence, how organizations and markets can be designed to achieve

efficient outcomes. More recently, however, the concept of procedural utility

(Frey et al. 2004, Frey and Stutzer 2005) and procedural preferences (Chlaß

et al. 2014) have been introduced into economics and experimental evidence

has been found to be consistent with individuals valuing decision rights for

their intrinsic value, i.e., beyond the expected utility associated with the

achieved outcomes (Bohnet and Zeckhauser 2004, Bohnet et al. 2008, Fehr

et al. 2013, Bartling et al. 2014, Owens et al. 2014, and Butler and Miller

2016, Granić and Wagner 2017).1 2 These recent developments build on

previous literature in philosophy and social psychology that highlights the

intrinsic value that humans attach to needs such as liberty (Mill 1963), power

(McClelland 1975), freedom of choice (Sen 1985), and autonomy (Deci and

Ryan 2000).

This paper aims to identify and measure the procedural preferences that

generate the intrinsic valuation of decision rights. Doing so will ultimately

allow theoretical and experimental work on decision rights to generate usable

tools and insights that applied policy can build on. For example, consider

the question of how to optimally structure an organization. Many organiza-

tional arrangements are possible, ranging from highly hierarchical to com-

pletely flat. Only knowing that individuals value decision rights per se does

not necessarily inform on how different arrangements compare in terms of

welfare. Each arrangement may influence several procedural aspects, to an

extent determined by individuals’ procedural preferences. Thus, identifying

and measuring such procedural preferences is crucial.

In this paper we propose a general theoretical model of decision rights

allocation and choice, formulated in the context of a dynamic psycholog-

ical game3. Decision rights are valued not only according to the value of

1For a psychological foundation of procedural utility see self-determination theory (Deci
and Ryan 2000).

2Experimental investigations of preferences for decision rights unrelated to their intrin-
sic value can be found in Bartling and Fischbacher (2011) and Hamman et al. (2011).

3According to Dufwenberg (2008) “the term ‘game with belief-dependent motivation’
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the outcomes, but also according to the procedure by which the outcomes

are achieved. Among the procedural aspects individuals may care about4,

our model focuses on a specific aspect: individuals care about the cause of

the outcomes. To describe procedural concerns about the cause of the out-

comes, our model employs the concepts of freedom, power, and interference.

Intuitively, freedom can be understood as having control over one’s own life,

power as having control over another person’s life, and interference as being

exposed to another person’s control.

In order to define these concepts in game theoretic terms, it is useful to

point out that caring about the cause of an outcome does not translate to

simply caring about who takes the action which leads to the outcome. In

fact, the freedom of choice literature (Dowding and van Hees 2009) highlights

that an individual, even if he selects an action and achieves an outcome,

may have no freedom. For example, the lack of diversity of the outcomes

may render the choice over the outcomes meaningless, as already noted in

Pattanaik and Xu (1990). We require that an individual has the possibility

to do otherwise and to achieve other outcomes by doing so. Therefore,

consistent with Jones and Sugden (1982) and Nehring and Puppe (1999),

an individual has freedom only if, in a counterfactual scenario in which he

has different preferences over the outcomes, he can select a different action

and achieve a different outcome. Thus, freedom can be defined only in

the context of a variation in preferences over the outcomes, or in game-

theoretic terms, a variation in a player’s type. Given this insight, describing

procedural concerns about the cause of an outcome requires describing an

outcome not in terms of its causal dependence on an individual’s action but

in terms of its causal dependence on an individual’s type.

We employ the following terminology. An individual experiences freedom

when his type is the cause of his outcome. An individual experiences power

when his type is the cause of another individual’s outcome. An individual

experiences interference when his outcome is caused by another individ-

would be more descriptive than the term ‘psychological game’, but [...] the latter [..] has
become established.”

Throughout the paper we employ the terminology ‘psychological game’. Motivations
such as reciprocity (Dufwenberg and Kirchsteiger 2004, Falk and Fischbacher 2006, Sebald
2010), and guilt (Battigalli and Dufwenberg 2007, Bellemare et al. 2016) have been studied
in the context of psychological games.

4For example, individuals may have procedural concerns for fairness (Rabin 1993, and
Falk et al. 2008).
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ual’s type. As an example, consider two different organization structures:

a hierarchical structure and a flat structure. For simplicity, consider a two-

person organization (Individual 1 and Individual 2) in which two decisions

need to be made, each influencing both individuals. Under the hierarchical

structure Individual 1 is at the top of the organization and makes both deci-

sions. Individual 2 has no decision right and simply implements Individual

1’s decisions. According to our terminology, Individual 1 experiences free-

dom and power and does not experience interference, while Individual 2 does

not experience either freedom or power and instead experiences interference.

Under the flat structure each individual makes one decision. According to

our terminology, both individuals experience some degree of freedom, power,

and interference.

In our framework, individuals have not only preferences over outcomes,

but also preferences over freedom, power, and interference. When facing a

decision between two actions, a player may be influenced by his beliefs over

how much freedom, power, or interference the different actions yield. In the

context of a psychological game, beliefs over freedom, power, and interfer-

ence are captured by the beliefs that a player has about the cause of the

outcome of the game. Thus, a player with freedom, power, or interference

preferences may change his behavior at an earlier stage of the game in antic-

ipation of greater/lower freedom, power, or interference at later stages. In

the rest of the paper, for simplicity, we use the term procedural preferences

as synonymous of preferences over freedom, power, and interference.

The generality of the theoretical model makes it suitable to be applied

to a wide range of strategic dynamic environments. In this paper we im-

plement a simplified version of the model in a laboratory experiment which

involves the allocation of a decision right via an auction mechanism and the

subsequent exercise of the decision right. As an illustration of its generality,

we also apply our theoretical framework to the delegation game between

a principal and an agent studied by Fehr et al. (2013).5 Our theoretical

model, while providing a general framework to represent the role of freedom,

power, and interference preferences, does not make predictions regarding the

relative strength of each. Conducting a laboratory experiment allows us to

address the empirical question whether individual behavior is best explained

by freedom, power, or interference preferences.

5See Appendix B.
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In the experiment, pairs of participants (Player 1 and Player 2) play a

game that involves the allocation and the exercise of a decision right. First,

Player 1 bids for the decision right via an auction mechanism. Second, if

Player 1 receives the decision right, he exercises it; otherwise Player 2 exer-

cises it. The exercise of the decision right consists of making a final choice,

which generates payoff consequences for both players. Therefore, the deci-

sion right has both an instrumental value - due to the fact that the favored

outcome is implemented - and an intrinsic value - due to the fact that the

implemented outcome is determined by one’s own type. Across treatments

and rounds, we vary the degree to which the decision right delivers higher

freedom, higher power and lower interference. If Player 1 has any prefer-

ences over freedom, power, or interference, his valuation of the decision right

will vary accordingly. We estimate how Player 1’s freedom, power, and in-

terference preferences separately affect his valuation of the decision right,

as revealed by his bid. A higher bid has two effects. First, it increases the

probability that Player 1 will hold the decision right. Second, it decreases

the payoff uncertainty for Player 1. Therefore, it is crucial to distinguish

between two different motivations for a high bid: procedural preferences

and risk aversion. By eliciting individual risk preferences in an additional

game, we compare the actual bids with the bids implied by the elicited risk

preferences.

Data from our experiment reveals two main findings. First, we find

evidence of procedural preferences. The mean estimated intrinsic value of

the decision right is approximately 20% of the stake size (i.e., the pay-

off difference between best outcome and worst outcome). Second, we find

strong evidence of interference aversion and only weak evidence of prefer-

ence for freedom or preference for power.6 Across different specifications

and treatments, we find that the share of participants whose behavior is

best explained by a model of psychological payoff maximization driven by

interference preferences ranges between 56 and 77%. Our results suggest

that most participants value decision rights neither because they enjoy the

6This result suggests that a desire for power, as casually observed in politics or other in-
stitutional settings, may simply be driven by concerns for other components of well-being,
such as status. The desire for power may also be more salient when no instrumental value
is associated with decision rights as recently documented by Fatas and Restrepo Plaza
(2017). These other concerns are beyond the scope of our theoretical model and experi-
mental setup.
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freedom of making a choice, nor because they enjoy having power over other

individuals, but rather because they dislike letting other individuals interfere

in their outcomes.

Our theoretical framework and experimental findings have implications

for the experimental literature on the delegation of decision rights, social

risk, and control premium. Specifically, they contribute to unify the exist-

ing disparate results of previous experiments. In previous works, evidence

that principals tend not to delegate control to agents is interpreted as an

aversion to giving up control to another individual (Fehr et al. 2013, Bartling

et al. 2014), evidence that individuals tend to demand a social risk premium

when interacting with others is interpreted as an aversion to being betrayed

(Bohnet and Zeckhauser 2004, Bohnet et al. 2008) or an aversion to a coun-

terparty’s intentions (Butler and Miller 2016), and evidence that individuals

are willing to incur a cost in order to keep control over their own outcomes

is interpreted as a preference for payoff autonomy (Owen, Grossman and

Fackler 2014). Our theoretical framework and experimental design allow to

unpack the motivation driving participants’ behavior in terms of freedom,

power, and interference, and potentially to characterize the role of each

driving force for a wide range of contexts. According to our framework, the

reluctance to delegate a decision right, the social risk premium required to

trust another person, and the control premium foregone to maintain payoff

autonomy can all be interpreted as driven by a dislike for interference.

The paper proceeds as follows. In Section 2 we discuss how our paper

relates and contributes to the existing literature. In Section 3, we present

the theoretical framework. Section 4 describes the experimental design.

We present the theoretical predictions of the model in Section 5 and the

empirical strategy in Section 6. The results are given in Section 7. Section

8 concludes.

2 Related literature

This paper lies at the intersection of several literatures, both experimental

and theoretical. On the experimental side, we discuss how our model re-

lates to previous works (Fehr et al. 2013, Bartling et al. 2014, Bohnet and

Zeckhauser 2004, Bohnet et al. 2008, Butler and Miller 2016, Owens et al.

2014) and can help explain their results. As an illustration, in Appendix B
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we provide the exact predictions of our model for the authority-delegation

experiment conducted by Fehr et al. (2013).

In a principal-agent experiment, Fehr et al. (2013) find that principals

often decide not to delegate a decision right to an agent even when delegation

would provide large expected utility gains. Bartling et al. (2014) find that

two game-specific characteristics affect the intrinsic value of decision rights.

The intrinsic value of decision rights is higher when the stake size and the

alignment of interests between the principal and the agent are higher. They

argue that the intrinsic value of decision rights does not originate from risk

preferences, social preferences, ambiguity aversion, loss aversion, illusion of

control, preference reversal, reciprocity, or bounded rationality, but instead

from an intrinsic preference for decision rights. Our paper confirms the

existence of such intrinsic value, extending it from a delegation setting to a

willingness-to-pay/auction setting, and tackles the unanswered question of

what the ultimate drivers of a preference for decision rights are.7

Our paper is closely related to the experimental literature on social risk.

According to Bohnet and Zeckhauser (2004) and Bohnet et al. (2008) an

individual faces social risk when decisions by another individual are the pri-

mary source of uncertainty. Bohnet and Zeckhauser (2004) finds that the

decision of a principal to trust an agent entails an additional risk premium

compared to the decision to let a randomization device determine the final

choice and payoff consequences.8 They argue that the additional premium

is due to betrayal aversion. However, as they acknowledge, their design

cannot rule out that the additional premium is caused by an aversion to re-

linquishing control to another individual. Our findings suggest that aversion

to interference may be driving their results.

Butler and Miller (2016) argues that the social risk perceived by a prin-

cipal when interacting with an agent is not simply due to his aversion to

ceding control to the agent, but is also influenced by the context, specifi-

cally by the agent’s capacity in engaging in intentional action. The authors

evaluate the hypothesis that the higher the degree to which outcomes re-

7Bartling et al. (2014) acknowledge: “our design does not allow disentangling whether
a possible positive intrinsic value of decision rights stems from the desire to be able to
affect someone else’s payoffs (as is the case if the principal keeps control) or from the
aversion to be affected by some else’s decision (as in case of delegation to the agent), or
both. Addressing this question is an interesting topic for future research.”

8In their terminology, trusting someone means letting another individual make a final
choice that has payoff consequences for both individuals.
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flect the agent’s intentions, the higher is the social risk premium required

by the principal. According to their terminology, to have full intention, the

agent must act voluntarily (‘Act’), foresee the consequences of his actions

(‘Foresee’), and have preferences over these consequences (‘Desire’). They

manipulate the agent’s ability to act intentionally within a trust game exper-

iment.9 Since our framework defines interference as the causal relationship

between the agent’s preferences and the principal’s outcomes, the principal

is exposed to interference when the agent’s intentionality is full, and not

exposed to interference when the agent’s intentionality is limited. Consis-

tently with their findings, our framework predicts that a principal averse

to interference requires a larger premium under full intention than under

limited intention.10

Owens et al. (2014) document experiment participants’ willingness to

pay a premium to control their own payoff.11 Participants choose whether

to bet on themselves or on a partner answering a quiz question correctly.

Given elicited beliefs, participants bet on themselves more than expected-

money maximizers would do.12 Their environment differs from ours along

two main features. First, their environment is not strategic. When partici-

pant i chooses to have his payoff depend on participant j’s answer, partici-

pant j doesn’t know that this is the case when answering the quiz. Second,

9They employ four treatments. Intentionality is full in their benchmark treatment
AFD. Intention is instead limited in the other three treatments, either by preventing
the agent from foreseeing the consequences of his action (treatment AxD), or by having
the agent take an action without foreseeing its consequences nor knowing his preferences
(treatment Axx ), or by having the outcome determined by a randomizing device (treat-
ment xxD).

10Our results are consistent with their following results about the risk premium r: (1)
rAFD > rxxD, (2) rAFD > rAxD, (3) rxxD = rAxx. Our experimental design does not
predict their finding that rAxD < rxxD. To explain this finding Butler and Miller (2016)
make use of the concept of competence, which social psychology defines as the ability
of pursue one’s own preferences. They argue that the principal’s perception of social
risk may be determined not only by the agent’s intentionality but also by the agent’s
competence, and that the effect of a reduced competence (such as in treatment AxD) may
counterbalance or even overcome the effect of intentionality.

11Owens et al. (2014) acknowledge that ‘[...] the control premium is an umbrella term
that is consistent with more than one specific motivation and there remains room for in-
terpretation as to what underlies our participants’ preference to bet on themselves. [...]
While our research clearly has direct implications for our understanding of delegation de-
cisions in risky environments, more research is necessary to unpack further the motivation
driving our results and thus clarify the full range of contexts to which it is most relevant.’

12In Owens et al. (2014) each participant reports the probability that each question
will be answered correctly: by herself if the question is taken from her own quiz and by
her partner if the question is taken from the partner’s quiz.
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in their environment a participant does not choose whether to delegate a

decision right, but instead simply whether to have his own payoff depend

on his own behavior or the behavior of another participant.13 Importantly,

participants do not choose whether to influence someone else’s payoff, nor

ever know whether their behavior actually influences it. Differences aside,

the control premium they document can be loosely interpreted within our

framework as driven by a dislike for interference, if we extend its definition

to represent the causal link from actions to outcomes.

Our paper builds on concepts and measures originally developed in the

literature on freedom of choice (Barberà et al. 2004, Baujard 2007, Dowding

and van Hees 2009), diversity (Nehring and Puppe 2009) and power indices

(Penrose 1946, Shapley and Shubik 1954, Banzhaf 1965, Diskin and Koppel

2010). The measures we propose for freedom and interference are closely

related to the concepts of positive and negative freedom, originally intro-

duced in philosophy by Berlin (1958), though not in the context of strategic

interaction.

While in our experiment players face uncertainty over their preferences

(types), which are induced by moves of Nature, in the freedom of choice

literature preferences are formed internally and are known at the time of

decision making. In this literature, therefore, an individual may still per-

ceive freedom even when he already knows his preferences. Freedom is then

derived from hypothetical preferences, as in Jones and Sugden (1982). Our

theoretical model can incorporate a definition of freedom based on hypothet-

ical preferences by allowing for off-equilibrium beliefs about preferences. We

argue that our experimental setup is conservative: if a liking for freedom af-

fects behavior with preferences induced by moves of Nature, it is likely to

do so also if preferences are formed internally and if freedom is based on

hypothetical preferences.

We conclude by highlighting a concept that is related to the intrinsic val-

uation of decision rights but not to our framework: preference for flexibility

(Kreps 1979). Preference for flexibility does not apply to our framework, nor

to Fehr et al. (2013) and Bartling et al. (2014), since preference for flexibility

is already captured in the behavior predicted in equilibrium for expected-

13In an environment involving the delegation of a decision right (as intended in our
paper, in Fehr et al. 2013 and in Bartling et al. 2014), exercising the decision right
implies influencing not only one’s own payoff but also someone else’s payoff.
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utility maximizers. In our experimental design, players are informed about

their preferences over outcomes after the decision right is assigned. In equi-

librium, individuals anticipate at an earlier stage the value of being able

at a later stage to make a final choice instead of receiving the outcome of

a lottery. In other words, the value of flexibility is fully captured by the

behavior predicted in equilibrium for expected-utility maximizers. Thus,

the deviations, which we observe, cannot be explained by preference for

flexibility.

3 Theoretical framework

In this section, we describe a model of decision rights allocation and choice.

In Section 4 we implement a simplified version of the model in a laboratory

experiment. In Appendix B, as an illustration, we apply our theoretical

framework to the authority-delegation game of Fehr et al. (2013).

As discussed in the introduction, an individual who cares about freedom,

power, and interference cares non only about which outcome is achieved, but

also about the way in which such outcome is achieved. For this reason, we

need a game-theoretic model in which the perceived psychological payoffs

can depend on players’ beliefs about how the game is played in a more

complex way than what is captured by expected material payoffs. Therefore,

we require a more general model than standard extensive-form games of

imperfect information.

We opt to make use of the framework of dynamic psychological games,

for which Battigalli and Dufwenberg (2009) provide equilibrium existence

results. However, defining a model of decision rights allocation and choice

requires extending the original definition of dynamic psychological games.

First, we need to consider psychological games of imperfect information.

Second, since an individual’s perceived freedom, power, and interference may

depend on his anticipated future actions, we need to consider psychological

games with own-plan dependence, in which a player’s psychological payoffs

depend not only on other players’ plans but also on his own future plan. Both

extensions are discussed in Battigalli and Dufwenberg (2009) and arguments

are made how their equilibrium existence result extends to these cases. In

what follows, we thus consider a psychological game of imperfect information

with own-plan dependence and largely follow the notation of Battigalli and
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Dufwenberg (2009).

3.1 Notation

Consider an own-plan dependent psychological game of imperfect informa-

tion Γ = (N,H,H, P, σ0, V ). N = {0, 1, . . . , n} is a finite set of players with

player 0 representing Nature. H is the finite set of histories. A history of

length l is a sequence h = (a1, ..., al) = (at)lt=1 where each aq = (aq1, ..., a
q
n)

represents the profile of actions chosen at stage q (1 ≤ q ≤ l). The empty

history h0 is an element of H and represents the start of the game. If

h′′ = (aq)l
′′
q=1 is in H, then any h′ = (aq)l

′
q=1 for l′ < l′′ is in H and we say

that h′ precedes h′′, h′ ≺ h′′. Let A(h) be the set of actions available at

history h, i.e., a ∈ A(h) if and only if (h, a) ∈ H. A(h) is empty if and

only if h is a terminal history. Z denotes the set of terminal histories. Let

P : H → N be the player function such that i = P (h) denotes that Player

i moves after history h. H = (Hi)i∈N is the set of information partitions

for each player, where Hi is the partition of the finite set of histories H

into information sets of Player i. We assume that the information partitions

fulfill perfect recall. Moreover, for all h, h′ ∈ h ∈ Hi it holds that P (h) = i

and A(h) = A(h′) ≡ Sh.

A local pure strategy available at information set h is denoted by sh ∈
Sh. The set of strategies of Player i is denoted by Si = ×h∈HiSh. The

set of strategy profiles of all players is given by S =
∏
i∈N Si. A strategy

profile without the strategy at information set h is denoted by s−h and the

set of all strategy profiles without Sh is denoted by S−h. A local mixed

strategy σh is a probability distribution over Sh. σ0 is the set of σ0,h for

all h ∈ H0 containing the probability distributions of each move by Nature.

Denote by S(h) the set of pure strategy profiles consistent with history h.

Let S(H ′) =
⋃
h∈H′ S(h) denote the pure strategy profiles consistent with

the set of histories H ′ ⊆ H. We will use the same notation for Sh and S−h.

Moreover, let z(s) be the terminal history reached by strategy profile s.

Player i’s beliefs at information set h are given by µi,h : B → [0, 1] with

µi,h ∈ ∆(S−h) where B is the Borel sigma algebra of S−h and ∆(S−h) is

the set of countably additive probability distributions over the sigma al-

gebra. An assessment is a tuple (σ, µ) where σ =
∏
i∈N

∏
h∈Hi

σh and

µ =
∏
i∈N\{0}

∏
h∈Hi

µi,h. An assessment (σ, µ) is consistent if there exists

an infinite sequence of strictly positive strategy profiles σ1, σ2, . . .→ σ such

10



that for all i ∈ N\{0}, h ∈ Hi, s−h ∈ S−h :

µi,h(s−h) = lim
k→∞

∏
j∈N

∏
h′∈Hi\{h} σj,h′(sj,h′)∑

s′−h∈S−h(h)

∏
j∈N

∏
h′∈Hi\{h} σ

k
j,h′(s

′
j,h′)

(1)

This condition requires that individuals update their beliefs according to

Bayes’ rule both on and off the equilibrium path. For a more detailed

discussion, see Kreps and Wilson (1982).

We now describe the construction of the set of psychological payoff func-

tions V . To distinguish cases when Player i has power from cases when

Player i has freedom, we require player-specific outcomes. Let the set of

possible material outcomes of Player i, denoted by Oi, be a partition of Z.

Since we define Player i’s freedom as the causal influence of i’s preferences

on i’s outcomes, each player needs to hold more than one preference relation.

We thus introduce a set of types Ti for each Player i, which are determined

at the beginning of the game by the first move of Nature. For each Player

i, let Ti be a partition of terminal histories such that for all h, h′ ∈ Z:

∃h′′ 6= h0 : h′′ ≺ h, h′′ ≺ h′ ⇒ ∃t ∈ Ti : h, h′ ∈ t (2)

Thus, two terminal histories h, h′ always belong to the same type if they

are preceded by some identical history h′′ 6= h0, but may also belong to the

same type if there does not exist such a history h′′. Types are assumed to

be independent across players, i.e., for all t ∈ Ti, t′ ∈ Tj 6=i:

σ0,{h0}(S{h0}(t ∩ t′)) = σ0,{h0}(S{h0}(t)) · σ0,{h0}(S{h0}(t
′)), (3)

where σ0,{h0} is Nature’s mixed strategy at information set h = {h0}.
We can now write the beliefs that Player i holds over types Ti and

outcomes Oi after playing strategy sh at information set h as his beliefs

over the terminal histories. Let θi,h,sh : 2Z → [0, 1] represent Player i’s

belief over the terminal histories Z after playing sh at information set h.

Let Θ = [0, 1]2
Z

be the function space of all such possible beliefs.

For the beliefs over terminal histories to be coherent with beliefs over

strategies we require for all i ∈ N\{0},h ∈ Hi, z ⊆ Z, sh ∈ Sh:

θi,h,sh(z) =
∑

s−h∈S−h:z(s−h,sh)∈z

µi,h(s−h). (4)
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Thus, for any outcome o ∈ Oi and type t ∈ Ti, Player i believes that, after

playing sh at information set h, there is a probability equal to θi,h,sh(o ∩ t)
that his type is t and his material outcome at the end of the game is o.

We will also use the notation for the conditional probabilities θi,h,sh(z|z′) =
θi,h,sh (z∩z′)
θi,h,sh (z′) .

In our model, individuals do not only care about the utility they derive

from the outcome of the game but also have procedural preferences about

how this outcome is obtained. The procedural preferences of Player i are

represented by a psychological payoff function Vi : Θ → R and V is the

set of all psychological payoff functions of all players except Nature. Vi(θ)

represents the subjective value that Player i derives from the game given his

beliefs θ about terminal histories.

3.2 Equilibrium

An assessment (σ, µ) is a psychological sequential equilibrium if it is consis-

tent and for all i ∈ N\{0},h ∈ Hi, s
∗
h ∈ Sh :

σi,h(s∗h) > 0⇒ s∗h ∈ arg max
sh∈Sh

Vi(θi,h,sh) (5)

Battigalli and Dufwenberg (2009) show the existence of a sequential equi-

librium for extensive-form games with observable actions in which payoffs

depend on infinite belief hierarchies over the actions of other players. This

allows for the model to capture intentions. Compared to Battigalli and

Dufwenberg (2009), our model is on the one hand a simplification, since

the psychological payoff function only depends on first-order beliefs, on the

other hand an extension, since it assumes imperfect information and players’

preferences are own-plan dependent.14

Naturally, our equilibrium definition corresponds to the sequential equi-

librium of Kreps and Wilson (1982) if for all joint probability distributions

θ ∈ Θ, Vi(θ) coincides with expected utility EUi(θ):

EUi(θ) =
∑
t∈Ti

∑
o∈Oi

θ(o ∩ t)ui(o ∩ t). (6)

14In Section 6 of Battigalli and Dufwenberg (2009), it is argued that their results on the
existence of sequential equilibria can be extended to games of imperfect information and
own-plan dependent preferences.
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where ui : Z → R is the utility function of Player i over outcomes. We

call an equilibrium a sequential equilibrium if it is a psychological sequen-

tial equilibrium with Vi = EUi. Instead, we define the psychological payoff

function Vi to include also the procedural (dis)utility from freedom, power,

and interference. Thus, individuals may change their behavior at earlier

stages of the game in anticipation of greater/lower freedom, power, or in-

terference at later stages. Given the multifaceted nature of these concepts,

we do not claim to fully capture all intricacies of these concepts. Like a

game theoretical model is a simplification of interactions, the following def-

initions are simplifications of the defined concepts. We use the following

terminology.

Freedom. Player i has freedom if he causally influences his own outcomes.

Thus, for any θ ∈ Θ freedom is measured by the degree to which Player i’s

own type determines his own outcomes, as

Fi(θ) =
∑
t∈Ti

∑
o∈Oi

g(o, t)θ(o ∩ t) log2

θ(o|t)
θ(o)

, (7)

where θ(o|t) = θ(o∩t)
θ(t) and log2

θ(o|t)
θ(o) is the causal influence measure, which

captures how far the distribution of outcome o conditional on type t is from

the unconditional distribution. Freedom is measured by the expectation

of these terms across all type-outcome combinations. For example, take

two outcomes A and B and an individual who prefers either A or B; i.e.,

he has type tA or tB. If θ(A|tA) = θ(A) = 1 − θ(B), the fact that he

prefers A or B makes no difference on whether the outcome is A or B.

This is captured by the causal influence measure via log2
θ(o|t)
θ(o) = 0 for all

o ∈ {A,B} and t ∈ {tA, tB}. However, if the individual has some influence,

then θ(A|tA) > θ(A), and this results in a positive causal influence. Free-

dom captures Berlin’s definition of positive freedom as “[t]he freedom which

consists in being one’s own master” (1958, p.8) and other concepts from the

literature on freedom of choice.

The measure is a generalization of the mutual information (a statisti-

cal measure of correlation) of types and outcomes. Mutual information has

several desirable properties for a measure of freedom. First, if there is a one-

to-one relation between types and outcomes, i.e., the individual has perfect

control, the freedom measure is increasing in the number of outcomes. This
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property is desirable because it conforms to the intuition that freedom in-

creases in the number of outcomes an individual with perfect control can

achieve, in case that these outcomes are favored by some type. Second,

splitting a type into two types which are behaviorally equivalent leaves the

freedom measure unchanged. This property is also desirable because it pre-

vents the measure from being arbitrarily inflated by the simple inclusion of

more types. Further, the measure fulfills the following recursivity condition.

If an individual can choose between two actions, after which two distinct

subgames will be played, then this individual’s freedom equals the freedom

of choosing between two outcomes plus the expected freedom gained from

the two subgames. For details on the axiomatic characterization of freedom,

see Rommeswinkel (2018).

The mutual information between types and outcomes is weighted by

a function g(o, t) to capture the qualitative value of the causal influence

between each type and each outcome. Doing so enables to adequately rep-

resent cases where, as intuition suggests, an individual perceives the value

of freedom to be low because the achievable outcomes are qualitatively very

similar. In such cases a qualitative diversity metric for g(o, t) may be em-

ployed (Nehring and Puppe 2002, Nehring and Puppe 2009). We discuss in

Section 5, in the context of our experiment, two sensible specifications of

g(o, t).

Analogously to the definition of freedom, we define interference and

power as follows.

Interference. Player i experiences interference if other players causally

influence his outcomes. For any θ ∈ Θ, interference is measured by the

degree to which other players’ types determine Player i’s own outcomes.

Thus, interference is measured by

Ii(θ) =
∑

j∈N\{0,i}

∑
t∈Tj

∑
o∈Oi

g(o, t)θ(o ∩ t) log2

θ(o|t)
θ(o)

. (8)

We loosely associate Interference with Berlin’s definition of negative freedom

as “not being interfered with by others”(1958, p.3).

Power. Player i has power if he causally influences the outcomes of other

players. For any θ ∈ Θ, power is measured by the degree to which Player
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i’s own type determines other players’ outcomes, as

Pi(θ) =
∑

j∈N\{0,i}

∑
t∈Ti

∑
o∈Oj

g(o, t)θ(o ∩ t) log2

θ(o|t)
θ(o)

. (9)

Power is related to the voting power measure by Diskin and Koppel (2010).

It generalizes their measure by extending it to dynamic games and by intro-

ducing player-specific outcomes and a weighting function g(o, t).

If Player i cares about freedom, interference, or power, the psychological

payoff function Vi(θ) can be written alternatively as

Vi(θ) = αiFi(θ) + EUi(θ), (10)

or

Vi(θ) = βiIi(θ) + EUi(θ), (11)

or

Vi(θ) = γiPi(θ) + EUi(θ), (12)

respectively. Parameters αi, βi, and γi represent Player i’s freedom, inter-

ference, and power preference parameters, respectively.

4 Experimental design

The experiment implements a dynamic psychological game in which we can

estimate freedom, power, and interference preferences, i.e., the coefficients

from Equations 10-12. Two players, Player 1 and Player 2, play a card game

involving the selection of a card from one of two boxes, Box L and Box R.

Box L and Box R each contain two cards, Card A and Card B. Each card

has two sides, Side 1 and Side 2. The instructions are reported in Appendix

H.

The game consists of two stages: a bidding stage and a choice stage. The

bidding stage serves to determine which player has the decision right in the

choice stage. In the choice stage, the player with the decision right selects a

card. The decision right is allocated via a Becker-DeGroot-Marschak (BDM)

mechanism (Becker et al. 1964). Player 1 is required to bid (at the singleton

information set hb) for the decision right by choosing an integer between 0

and 100, y = shb ∈ {0, . . . , 100}. The computer then randomly draws an
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integer between 1 and 100 with uniform probability, r = shr ∈ {1, . . . , 100}.
If y ≥ r, Player 1 has the decision right: he will select a card from Box L

in the choice stage and pay a fee equal to r. Otherwise, Player 2 has the

decision right: he will select a card from Box R in the choice stage, and no

fee is paid by either player.

In each box independently, the colors of the sides of the cards are deter-

mined via a random draw from the four cases represented in Figure 1. Each

case has a priori equal probability. The color of Side 1 is payoff-relevant for

Player 1, and the color of Side 2 is payoff-relevant for Player 2. Green is

associated with higher payoff; i.e., πhigh,Ki > πlow,Ki , where πhigh,Ki denotes

Player i’s payoff if Side i of the card selected from box K is green, and

πlow,Ki denotes Player i’s payoff if Side i of the card selected from box K is

red, and K ∈ {L,R}. Each side of each card can be green or red with equal

probability. Moreover, Side i of Card A and Side i of Card B are always a

different color, which guarantees that Player i prefers either Card A or Card

B. If Side 1 and Side 2 of a given card are the same color, then the players

prefer the same card. Otherwise, the players prefer different cards.15 We

can interpret the random draw from the four cases in Figure 1 as a move

by Nature, which randomly determines players’ types. Let tci be the set of

terminal nodes in which Player i prefers card c. The sets of types are then

given by T1 = {tA1 , tB1 } and T2 = {tA2 , tB2 }, as discussed in Section 3.

The order of events is shown in Figure 2. As the bidding stage starts,

players are informed about the values of πhigh,Ki and πlow,Ki for i = 1, 2 and

K ∈ {L,R}. Thus, they know, for each player and for each box, what the

payoff associated with green and the payoff associated with red are. At this

moment, neither player knows, for either box, whether he prefers Card A

or B, or whether the other player prefers Card A or B. As the choice stage

starts, players receive additional information. Within the box, from which

the card will be selected, each player can finally observe the actual colors

on his side of the two cards. Player 1 observes Side 1 of Card A and Side 1

of Card B, and Player 2 observes Side 2 of Card A and Side 2 of Card B.

Therefore, each player at this stage knows which card gives him the high

payoff, i.e., which card he prefers. However, no player observes the colors on

15As shown in Figure 1, in case 1, both players prefer Card B; in case 2, Player 1 prefers
Card B and Player 2 prefers Card A; in case 3, Player 1 prefers Card A and Player 2
prefers Card B; in case 4, both players prefer Card A.
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Card A Card B 

Side 1 Side 1 

Side 2 

Card A Card B 

Side 1 Side 1 

Card A Card B 

Side 1 Side 1 

Card A Card B 

Side 1 Side 1 

case 1: probability 1/4 case 2: probability 1/4 

case 3: probability 1/4 case 4: probability 1/4 

Side 2 Side 2 Side 2 

Side 2 Side 2 Side 2 Side 2 

Figure 1: Card colors in Box K = L,R

the other side of the two cards. Therefore, no player knows which card the

other player prefers. This design feature allows us to avoid thorny confounds

with social preferences.16

Each player
observes the high
and low payoffs
for each player
for each box

Player
1 bids y

Random
draw r

Each player
observes which

card gives
him the high

payoff in Box L

Player 1
chooses a
card from

Box L

y ≥ r

Each player
observes which

card gives
him the high

payoff in Box R

Player 2
chooses a
card from

Box Ry < r

Figure 2: Order of events

To represent freedom, power, and interference preferences we must define

the set of outcomes. Let o1(r, i, c) ⊆ Z denote Player 1’s outcome where the

randomly drawn number is r and Player i has the decision right and chooses

card c. For Player 2 the number r is never relevant, so let o2(i, c) ⊆ Z denote

Player 2’s outcome where Player i has the decision right and chooses card

16Further discussion on the potential implication of this feature can be found in Section
7.4.
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c.17

The payoff structure of the game is always common knowledge. Payoffs

vary across rounds and treatments, as described in detail in Sections 4.1-

4.2. Table 1 provides the general payoff structure. Player 1’s payoff is

π1(o1(r, i, c), tA1 ) if he prefers Card A and π1(o1(r, i, c), tB1 ) if he prefers Card

B. Analogously, Player 2’s payoff is π2(o2(i, c), tA2 ) if he prefers Card A and

π2(o2(i, c), tB2 ) if he prefers Card B. Moreover, Player 1 and Player 2 start

the game holding endowments w1 and w2, respectively.

i = 1 i = 2
c = A c = B c = A c = B

π1(o1(r, i, c), tA1 ) w1 + πhigh,L1 − r w1 + πlow,L1 − r w1 + πhigh,R1 w1 + πlow,R1

π1(o1(r, i, c), tB1 ) w1 + πlow,L1 − r w1 + πhigh,L1 − r w1 + πlow,R1 w1 + πhigh,R1

π2(o1(i, c), tA2 ) w2 + πhigh,L2 w2 + πlow,L2 w2 + πhigh,R2 w2 + πlow,R2

π2(o1(i, c), tB2 ) w2 + πlow,L2 w2 + πhigh,L2 w2 + πlow,R2 w2 + πhigh,R2

Table 1: Payoff structure

4.1 Rounds

The card game is played repeatedly for 20 rounds. Across rounds, we vary

the values for Player 2’s payoffs πhigh,L2 and πlow,L2 to account for situations

in which the decision right gives Player 1 power or does not. Γnp are games

where πhigh,L2 = πlow,L2 . In these games, therefore, when Player 1 has the

decision right and selects a card from Box L, he does not have power since his

type cannot influence Player 2’s outcomes: Player 2 is indifferent between

the cards since πhigh,L2 = πlow,L2 . Γp are games where πhigh,L2 > πlow,L2 , so

the decision right gives Player 1 power. In both Γnp and Γp games, we have

πhigh,R2 > πlow,R2 : Player 2 is never indifferent between the cards when he

has the decision right. For Player 1 payoffs are πhigh,L1 = πhigh,R1 = πhigh1

and πlow,L1 = πlow,R1 = πlow1 . Across the 20 rounds, participants play 10 Γnp

games and 10 Γp games. As shown in Table 2, within Γnp and Γp games,

the rounds differ in expected payoff and in stake size, the latter defined as

the difference between high payoff and low payoff. The order in which the

17The outcomes of Player 2 are a coarsening of the outcomes of Player 1. Since Player
2 has never control over the finer distinctions made by o1, the following analysis could be
presented without assuming player-specific outcomes. However, the theory must also be
able to accommodate for more complicated differences between player-specific outcomes,
e.g. Gaertner et al. (1992).
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rounds are played is randomized across pairs of players.

Box L Box R
Player 1 Player 2 Player 1 Player 2

game round Green/Red Green/Red Green/Red Green/Red

πhigh1 /πlow1 πhigh,L2 /πlow,L2 πhigh1 /πlow1 πhigh,R2 /πlow,R2

Γnp 1 100/30 70/70 100/30 100/30
Γnp 2 90/40 70/70 90/40 90/40
Γnp 3 80/50 70/70 80/50 80/50
Γnp 4 85/15 70/70 85/15 85/15
Γnp 5 75/25 70/70 75/25 75/25
Γnp 6 65/35 70/70 65/35 65/35
Γnp 7 70/0 70/70 70/0 70/0
Γnp 8 60/10 70/70 60/10 60/10
Γnp 9 50/20 70/70 50/20 50/20
Γnp 10 100/0 70/70 100/0 100/0
Γp 11 75/25 85/15 75/25 85/15
Γp 12 75/25 75/25 75/25 75/25
Γp 13 75/25 65/35 75/25 65/35
Γp 14 75/25 90/40 75/25 90/40
Γp 15 75/25 60/10 75/25 60/10
Γp 16 85/15 75/25 85/15 75/25
Γp 17 65/35 75/25 65/35 75/25
Γp 18 90/40 75/25 90/40 75/25
Γp 19 60/10 75/25 60/10 75/25
Γp 20 100/0 100/0 100/0 100/0

Table 2: Payoffs in each round

Treatment Endowments Cards Games decision right affects
w1, w2 in Box L freedom interference power

1 100,100 A,B
Γnp1 yes yes no
Γp1 yes yes yes

2 100,0 A,B
Γnp2 yes yes no
Γp2 yes yes yes

3 100,0 C Γ3 no yes no

Table 3: Treatments

4.2 Treatments

We conducted the experiment under three treatments, in which we modified

key features of the game. Games are denoted Γ1, Γ2, and Γ3 in Treatment 1,

2, and 3, respectively. In the benchmark Treatment 1, both players receive

an endowment (w1 = w2 = 100). In Treatment 2, only Player 1 receives

an endowment (w1 = 100, w2 = 0). In all other aspects, Treatment 1 and

2 are identical. Specifically, payoffs in each round are as reported in Table
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2. The variation in endowments allows to verify whether inequity aversion

plays a role. Specifically, Player 1’s bid may be affected by his aversion to

advantageous or disadvantageous inequity. We explore the role of inequity

aversion in Appendix F.

In Treatment 3, w1 = 100 and w2 = 0, as in Treatment 2, but Box L

contains only one card (Card C), which is green on Side 1 and is either red

or green on Side 2. Therefore, in Box L payoffs in each round correspond

to πhigh1 for Player 1 and either πhigh,L2 or πlow,L2 for Player 2, as reported in

Table 2.

In Treatment 3, payoffs in each round are as reported in Table 2 and in

box L, Player 1 receives automatically the high payoff. Under this modified

design, the decision right allocation affects interference, but not freedom or

power. Similarly to the other treatments, if Player 1 has the decision right,

he is not interfered with, since Player 2’s type cannot influence Player 1’s

outcome. However, Player 1 does not have freedom since his type cannot

influence his own outcome: Box L contains only Card C. Moreover, Player 1

has no power since his type cannot influence Player 2’s outcome. Treatment

3 allows to distinguish a liking for freedom from an aversion to interference,

which are not distinguishable in Treatment 1 and 2.

Table 3 summarizes the characteristics of each treatment.18 Note that

the distinction between games Γnp and games Γp is relevant for Treatment

1 and 2, but not for Treatment 3, which never involves power.

4.3 Procedures

We conducted eight sessions: three sessions of Treatment 1, three sessions of

Treatment 2, and two sessions of Treatment 3. The sessions took place over

two consecutive days in October 2013 at the Cologne Laboratory for Eco-

nomic Research (CLER).19 Each session lasted approximately 1.5 hours. In

18The level of power provided to Player 1 by the decision right is varied according to
a within-subject design. A within-subject design has advantages and disadvantages com-
pared to a between-subject design. On the one hand, in within-subject designs internal
validity does not depend on random assignment. On the other hand, within-subject de-
signs are more likely to lead to so-called ‘demand effects’, according to which participants
interpret the experimenter’s intentions and change their behavior accordingly, either con-
sciously or not. Our findings of a weak evidence of preference for power, however, suggests
that participants were not affected by demand effects. For a discussion on between- and
within-subject design, see Charness et al. (2008).

19The experiment was conducted at a German University, where institutional review
boards or committees are not mandatory (see guidelines of the German Psychological Soci-
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total, 244 subjects participated: 86 in Treatment 1, 96 in Treatment 2, and

62 in Treatment 3.20 Participants were recruited via ORSEE (Greiner 2004)

and consisted of students at the University of Cologne. The experiment was

implemented in zTree (Fischbacher 1999). Each session was divided into

three parts. Participants received instructions for each part only after com-

pleting the previous part.

In Part 1, subjects play the card game described above. At the start,

half of the subjects are randomly assigned the role of Player 1 and the other

half of the subjects the role of Player 2. Each Player 1 is randomly matched

with a Player 2. The roles and the matches are then fixed for the entire

duration of Part 1. Subjects play a trial round (which does not count for

their earnings) and then play 20 rounds (10 games Γnp and 10 games Γp).

Rounds are played in random order, and feedback regarding each round is

given only at the end of the session (i.e., end of Part 3). At the end of the

session, one round of the card game is randomly selected, and each subject

is paid according to the payoff earned in that round only.

Option A Option B your choice

30 85 with 1
2

probability; 15 with 1
2

probability A � B �
35 85 with 1

2
probability; 15 with 1

2
probability A � B �

40 85 with 1
2

probability; 15 with 1
2

probability A � B �
45 85 with 1

2
probability; 15 with 1

2
probability A � B �

50 85 with 1
2

probability; 15 with 1
2

probability A � B �
55 85 with 1

2
probability; 15 with 1

2
probability A � B �

60 85 with 1
2

probability; 15 with 1
2

probability A � B �
65 85 with 1

2
probability; 15 with 1

2
probability A � B �

70 85 with 1
2

probability; 15 with 1
2

probability A � B �
75 85 with 1

2
probability; 15 with 1

2
probability A � B �

80 85 with 1
2

probability; 15 with 1
2

probability A � B �

Table 4: The first set of questions in the lottery-choice questionnaire. The
values (85,15) are replaced by (75,25) in the second set and by (65,35) in
the third set.

Part 2 and Part 3 involve individual decisions, with no interaction among

subjects. In Part 2, subjects answer a lottery-choice questionnaire, which

ety: http://www.bdp-verband.org/bdp/verband/ethic.shtml; particularly section C.II.4).
Treatment of participants was in agreement with the ethical guidelines of the German
Research Foundation (Deutsche Forschungsgemeinschaft) and the German Psychological
Society (DGP).

20One session had 22 participants, one session 30 participants, and six sessions 32 par-
ticipants.
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implements the elicitation of participants’ risk preferences via a Multiple

Price List (MPL) method. The MPL method is one of the prevailing meth-

ods for eliciting risk preferences and was popularized by Holt and Laury

(2002).21 Each question in the questionnaire involves the choice between

a safe lottery (Option A) that yields prize πA with certainty and a risky

lottery (Option B) yielding a high prize πB,high with probability 0.5 and a

low prize πB,low with probability 0.5. The lotteries of Part 2 are designed

to resemble the implicit lotteries faced by the players in the card games of

Part 1. Prize πA resembles the certain payoff that a player receives when

he has the decision right, while prizes πB,high and πB,low resemble the pay-

offs that a player may receive when the other player has the decision right.

As discussed later in Section 5, an expected-utility-maximizer Player 1 who

chooses bid y∗ in a card game of Part 1 should choose the safe Option A in

the corresponding lottery-choice question of Part 2 (with πB,high = πhigh1 ,

πB,low = πlow1 ) if and only if πA ≥ πB,high − y∗.
The questionnaire consists of 3 sets of 11 questions each. Each set is

presented on a single computer screen. The values of (πB,high, πB,low) are

varied across sets: (85,15) in the first set, (75,25) in the second set, and

(65,35) in the third set. Within each set, as shown in Table 4, πA takes

values from 30 to 80 in steps of 5 points. If participants understand the

instructions and prefer more money to less, the common pattern of behavior

(for all but the most risk-averse and the most risk-seeking individuals) is to

choose Option B for the first decision and to switch over to Option A at some

point before the last decision.22 The switch point is used as the measure

of the participant’s risk preferences. At the end of the session, one lottery-

choice question is randomly selected. Each subject has his chosen option

played out and is paid accordingly.

21Charness et al. (2013) reviews the prevailing methods for eliciting risk preferences
and outlines the advantages and disadvantages of each. The methods proposed by Gneezy
and Potters (1997) and by Eckel and Grossman (2002) require participants to make only
one decision and are therefore simpler to implement than the Multiple Price List (MPL)
method. However, these methods are not appropriate for our investigation because they
cannot distinguish either between risk-seeking and risk-neutral preferences (Gneezy and
Potters 1997) or between different degrees of risk-seeking behavior (Eckel and Grossman
2002).

22The reader could be concerned that a significant fraction of participants may fail to
understand the MPL procedure because of its complexity, and thus make inconsistent
decisions by switching more, making ‘backward’ choices (starting with Option A and
switching to Option B), or choosing a dominated lottery. Out of 244 participants, 12 (6
with Player 1 role and 6 with Player 2 role) displayed such inconsistencies.
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Finally, in Part 3, subjects complete a Locus of Control Test (Rotter

1966, Levenson 1981, Krampen 1981).23 In personality psychology, locus

of control refers to the extent to which an individual believes that he can

control events that affect him. A person’s locus is internal or external, de-

pending on whether he believes that events in his life derive primarily from

his own actions or from factors which he cannot influence. The test measures

three separate scales. The Internal Scale (I-scale) measures the degree to

which individuals believe that they control their lives. The Powerful Others

External Scale (P-scale) measures the degree to which individuals believe

that other persons control their lives. Finally, the Chance External Scale

(C-scale) measures the degree to which individuals believe that chance con-

trols their lives. There may be several reasons why attitudes toward locus

of control may be related to attitudes toward freedom and interference. For

example, subjects who believe that other individuals control their lives may

be more freedom-seeking and/or more interference-averse. However, as re-

ported in Appendix G, we do not find strong evidence that attitudes toward

locus of control are systematically correlated with freedom and interference

preferences.

At the end of the session, participants answer a socio-demographic ques-

tionnaire. All payoffs in the experiment are expressed in points. The conver-

sion rate is AC1 = 12 points. Participants earned, on average, AC10.97 in Part

1 and AC4.90 in Part 2. In addition, they received AC2.50 for participation.

Part 3 does not involve any payment.

5 Theoretical predictions

In this section we present the theoretical predictions for behavior at the bid-

ding stage and at the choice stage in the card game described in Section 4.

In doing so, we distinguish the predictions according to sequential equilib-

rium from the predictions according to psychological sequential equilibrium.

Recall that we denote with hb the information set at which Player 1 chooses

his bid y = shb . We denote with hi,t the information set at which Player i

is of type t ∈ Ti and chooses a card shi,t .

The sequential equilibrium predictions assuming Vi(θ) = EUi(θ) are

straightforward if the utility function ui is linear in payoffs. At information

23The questionnaire is reported in Appendix G.
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set hi,t, Player i with the decision right selects the risk-neutral sequential

equilibrium (RNSE) choice s∗RNSEhi,t
= A ⇔ t = tAi and s∗RNSEhi,t

= B ⇔
t = tBi . Thus, he simply chooses whichever card gives him the greater

payoff. In the bidding stage, it is optimal for Player 1 at hb to bid his

true valuation of the decision right. Player 1’s expected payoff is πhigh1

when he has the decision right and (πhigh1 + πlow1 )/2 when he does not have

the decision right. Therefore, the optimal bid of a risk-neutral Player 1 is

y∗RNSE = (πhigh1 − πlow1 )/2.

Allowing for risk aversion, while keeping Vi(θ) = EUi(θ), does not affect

behavior in the choice stage: Player i with the decision right selects the

sequential equilibrium (SE) choice s∗SEhi,t
= A ⇔ t = tAi and s∗SEhi,t

= B ⇔
t = tBi . However, in the bidding stage, Player 1 is influenced by the fact

that Box R involves the risky lottery (1
2 , π

high
1 ; 1

2 , π
low
1 ) while Box L involves

the safe lottery (1, πhigh1 ).24 Therefore, the optimal bid y∗SE satisfies the

following condition:

u1(w1 − y∗SE + πhigh1 ) =
1

2
u1(w1 + πhigh1 ) +

1

2
u1(w1 + πlow1 ). (13)

Defining the certainty equivalent CE of the risky lottery as

CE

(
1

2
, πhigh1 ;

1

2
, πlow1

)
= c if u1(c) =

1

2
u1(πhigh1 ) +

1

2
u1(πlow1 ), (14)

we can rewrite Equation 13 in terms of the certainty equivalent as

w1 − y∗SE + πhigh1 = CE

(
1

2
, w1 + πhigh1 ;

1

2
, w1 + πlow1

)
. (15)

We now come to the psychological sequential equilibrium predictions. To

predict the behavior of a participant with procedural preferences, we need

to determine freedom, power, and interference conditional on Player 1’s bid

y: the measures F1, P1, and I1 introduced in Section 3. Before doing so, we

must determine the functional form of g(o, t) in Equations 7-9.

We consider two specifications. First and most simply, we set g(o, t) = 1,

assuming that the value of freedom, interference, or power is independent

of the outcome and the utility of the outcome. According to this specifi-

24( 1
2
, πhigh1 ; 1

2
, πlow1 ) is the lottery yielding πhigh1 with probability 0.5 and πlow1 with

probability 0.5. (1, πhigh1 ) is the lottery yielding πhigh1 with probability 1.
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cation, we index the measures as F c1 , Ic1, and P c1 . Second, we set g(o, t) =

∆πi = πhighi − πlowi . While the logarithmic terms in Equations 7-9 account

for the probabilistic causal influence of types on outcomes, the distance in

payoffs ∆πi measures the qualitative effect on utility of such causal influ-

ence (Nehring and Puppe 2002).25 For example, the decision between two

outcomes yielding very similar payoffs may be seen as having a smaller qual-

itative effect than a decision between two outcomes yielding very different

payoffs. Thus, freedom, power, and interference may become more impor-

tant, as the alternative outcomes differ more in terms of the payoffs they

yield. We must use ∆π1, the qualitative impact on Player 1’s payoffs, for

freedom and interference, and ∆π2, the qualitative impact on Player 2’s

payoffs, for power. According to this specification, we index the measures

as F d1 , Id1 , and P d1 .

Decisions in the choice stage are unaffected by procedural preferences.

Since a Player i with the decision right knows at information set hi,t his type

t and the outcome o resulting from each action shi,t , we have θi,hi,t,shi,t (o ∩

t) = 1, so the causal influence measures log2

θi,hi,t,shi,t
(o|t)

θi,hi,t,shi,t
(o) are equal to zero.

This is intuitive: while the individual has control over the outcome at the

moment of making the decision, he does not have such control anymore after

the decision is made. Since terminal histories do not involve any freedom,

power, or interference, the choice over terminal histories is therefore un-

affected by procedural preferences. Thus, an individual i with procedural

preferences in Equations 10-12 chooses according to the psychological se-

quential equilibrium s∗hi,t = A ⇔ t = tAi and s∗hi,t = B ⇔ t = tBi , just as

in the sequential equilibrium. In the bidding stage, instead, Player 1’s bid

is affected by procedural preferences. Derivations of all measures (F c1 , F d,

Ic1, Id1 , P c1 , P d1 ) for Treatments 1, 2, and 3 are given in Appendix A, and a

summary is presented in Table 5.26

As an example, let us analyze the decision problem in Treatment 1 of

a Player 1 with freedom preferences under the F c specification. Intuitively,

freedom under this specification is equal to the probability of having the

25It can be shown that, if an individual has full control over his outcomes, the freedom
measure is equal to the qualitative and quantitative diversity over which the individual
has control, as measured in Nehring and Puppe (2009). Similar convergence results hold
for the power and interference measures.

26Since games Γp differ from games Γnp only because of a positive payoff difference for
Player 2, ∆π2 = πhigh,L2 − πlow,L2 , we consider only the specification P d for power.
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Game Specification Measure

Γ1, Γ2 F c y
100

Γ3 F c 0

Γ1, Γ2 F d y
100

(
πhigh1 − πlow1

)
Γ3 F d 0

Γ1, Γ2, Γ3 Ic 100−y
100

Γ1, Γ2, Γ3 Id 100−y
100

(
πhigh1 − πlow1

)
Γp1, Γp2 P d y

100

(
πhigh2 − πlow2

)
Γnp1 , Γnp2 , Γ3 P d 0

Table 5: Measures of freedom, power, and interference as a function of Player
1’s bid y, Player 1’s payoffs πhigh1 and πlow1 , and Player 2’s payoffs πhigh2 and
πlow2

decision right. This is because, if Player 1 has the decision right, then

g(o1(r, 1, A), tA1 ) log2

θ(o1(r, 1, A)|tA1 )

θ(o1(r, 1, A))

= g(o1(r, 1, B), tB1 ) log2

θ(o1(r, 1, B)|tB1 )

θ(o1(r, 1, B))

= log2

1

1/2
= 1. (16)

If Player 1 does not have the decision right, then g(o, t) log2
θ(o|t)
θ(t) = 0 ∀o, t.

Thus, a Player 1 with freedom preferences chooses his bid to solve

max
y∈Shb

V1(θi,hb,y) = max
y
α1

y

100
+ EU1(θi,hb,y). (17)

The optimal bid condition then becomes

α1 + u1(w1 − y∗F + πhigh1 ) =
1

2
u1(w1 + πhigh1 ) +

1

2
u1(w1 + πlow1 ). (18)

In Equation 18, compared to Equation 13, the psychological payoff generated

by having the decision right is increased by a constant α1. In Treatment 3,

instead, in which by design Card C is the outcome of the game if Player 1

has the decision right, it would be g(C, t) log2
θ(C|t)
θ(C) = g(C, t) log2(1) = 0 for

all t, so there is no gain in freedom from having the decision right.
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6 Empirical strategy

Equation 18 gives an especially simple way of measuring Player 1’s freedom

preferences in a game of Treatment 1. The parameter α1 can be inferred

from a regression of the difference in estimated expected utilities from Box

L and Box R, ∆EU1= u1(w1−y+πhigh1 )− 1
2u1(w1 +πhigh1 )− 1

2u1(w1 +πlow1 ),

on a constant.27 A similar approach can be also applied to measure Player

1’s power and interference preferences. For simplicity, since we consider only

Player 1’s behavior, we drop the subscript 1. For each subject k playing as

Player 1, we consider three alternative estimation equations:

∆EUk,m = −αk∆Fk,m + εk,m (19)

∆EUk,m = −βk∆Ik,m + εk,m (20)

∆EUk,m = −γk∆Pk,m + εk,m (21)

where k stands for the subject, m for the round of play, and ∆Fk,m (∆Ik,m,

∆Pk,m) is the difference in freedom (interference, power) between having the

decision right and not having the decision right. Notice that overbidding for

the decision right, i.e., bidding more than what predicted by expected utility

maximization, translates into ∆EU < 0. Since holding the decision right

can increase freedom (∆F > 0), decrease interference (∆I < 0), or increase

power (∆P > 0), overbidding can be driven by a liking for freedom (α > 0),

an aversion to interference (β < 0), or a liking for power (γ > 0).

Table 6 gives an overview of the empirical implementation of the free-

dom, interference, and power measures. As discussed above, in Treatment 1,

the freedom measure F c corresponds to a constant. The same holds in Treat-

ment 2. In Treatment 3, instead, freedom is excluded by design.28 There-

fore, estimating freedom preferences under the specification F c corresponds

to running a regression on a dummy variable that equals 1 in Treatments 1

and 2 and 0 in Treatment 3, denoted 1[Γ1,Γ2]. Under the specification F d,

the dummy is interacted with the payoff distance ∆π1 = πhigh1 − πlow1 .

27The estimated utility from Box L in ∆EU1 is computed setting r = y.
28In Treatment 3, Box L contains only 1 card, so even if his bid is successful, Player 1

does not select a card and thus has no freedom.
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∆F c =1[Γ1,Γ2]

∆F d =1[Γ1,Γ2]∆π1

∆Ic =− 1

∆Id =−∆π1

∆P d =1[Γp1,Γ
p
2]∆π2

Table 6: Empirical implementation of the freedom, interference, and power
measures. 1[Γ,Γ′] = 1 if game is Γ or Γ′ and = 0 otherwise.

Unlike freedom, interference is present in all treatments.29 Therefore,

estimating interference preferences under the specification Ic corresponds to

running a regression on a constant. The specification Id takes into account

the payoff distance ∆π1.

Power is present only in games Γp in Treatments 1 and 2, denoted Γp1 and

Γp2.30 We focus on the specification P d since games Γp differ from games Γnp

only because of a positive payoff distance for Player 2, ∆π2 = πhigh,L2 −πlow,L2 .

Thus, estimating power preferences under the specification P d corresponds

to running a regression on ∆π2 times a dummy variable that equals 1 in

games Γp in Treatments 1 and 2 and 0 otherwise.

7 Results

7.1 Allocation and exercise of decision rights

Before turning to the results obtained via the empirical strategy described

in the previous section, we briefly present descriptive results on the bids

submitted by Players 1, and on the card selections made by the players with

the decision right (Players 1 or 2).

First, we inspect whether bids differ across treatments. Table 12 in

Appendix C reports the median bids for each treatment and each round. For

29In Treatment 3, Player 2 affects the outcomes of Player 1 if the bid is not successful;
therefore, a successful bid protects Player 1 from interference.

30In Treatment 3, Box L contains only 1 card, so even if his bid is successful, Player 1
does not select a card and thus has no power over Player 2. In games Γnp in Treatments
1 and 2, Player 2’s payoffs in box L are equal, πhigh,L2 = πlow,L2 , so Player 1 has no power
over Player 2. In games Γp in Treatments 1 and 2, in contrast, Player 2’s payoffs in box
L differ, πhigh,L2 > πlow,L2 , so Player 1 has power over Player 2.
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most rounds, bids in Treatment 3, in which having the decision right protects

Player 1 from interference, are significantly higher than in Treatment 1,

in which the decision right additionally gives freedom (in games Γnp) or

power and freedom (in games Γp). At first sight, this finding may suggest a

predominant freedom or power aversion in specific rounds. However, when

aggregating across all rounds and accounting for individual risk preferences,

as done in Section 7.3, we instead predominantly find evidence of interference

aversion.

Second, we inspect whether bids in games that do not involve power differ

from those in games that involve power. We perform a Wilcoxon signed rank

sum test on observations paired at the participant level. We make pair-wise

comparisons across rounds in which each Player 1 faces the same pair of

values of πhigh1 and πlow1 .31 We perform the test separately for Treatment

1 and Treatment 2.32 We do not find statistically significant differences in

bidding. This result suggests that considerations regarding power may be

less relevant than considerations regarding freedom and interference. We

further investigate this aspect in Section 7.3.

Once the decision right is allocated, the player with the decision right

selects a card. Recall from Section 4 that, if Player 1 has the decision right,

he chooses a card from Box L, knowing which card gives him the highest

payoff. Similarly, if Player 2 has the decision right, he chooses a card from

Box R, knowing which card gives him the highest payoff. Pooling all data

together, we find that, as Table 13 in Appendix C shows, in more than 98

percent of the observations, the decision right is exercised by selecting the

card that gives the decision-maker his highest payoff.

7.2 Certainty equivalents

We now turn to analyze whether individuals value decision rights intrin-

sically, i.e., whether their bids are higher than expected-utility-maximizing

bids. Ex ante, it is not clear whether such behavior would occur, since, com-

pared to Fehr et al. (2013) and Bartling et al. (2014), which report evidence

31We compare the following pairs of rounds: 2 and 18, 4 and 16, 5 and 12, 6 and 17, 8
and 19, and 10 and 20.

32We perform these pair-wise tests for participants in Treatments 1 and 2 only. In
Treatment 3, as highlighted in Section 4.2, all rounds involve interference but do not
involve either freedom or power. Therefore, distinguishing between Γnp and Γp games in
Treatment 3 is not meaningful.
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of intrinsic valuation of decision rights in a principal-agent setting, the game

structure is simpler and the expected-utility-maximizing strategies easier to

find.

To verify whether Players 1 behave according to expected utility maxi-

mization, we compare the certainty equivalent in each lottery-choice in Part

2, CElottery(L) with L = (1
2 , π

high
1 ; 1

2 , π
low
1 ), to the certainty equivalent im-

plied by the bid in the corresponding card game in Part 1 (i.e., involving

the same πhigh1 and πlow1 ):

πhigh1 − y = CE

(
1

2
, πhigh1 ;

1

2
, πlow1

)
. (22)

Denote ∆CE as

∆CE = πhigh1 − y − CElottery
(

1

2
, πhigh1 ;

1

2
, πlow1

)
. (23)

Overbidding occurs if ∆CE is negative: the subject exhibits more risk aver-

sion in the bidding choice than in the lottery choice. Underbidding occurs

if ∆CE is positive: the subject exhibits more risk aversion in the lottery

choice than in the bidding choice.33

If the only error in ∆CE is due to the imprecise measurement of the

certainty equivalent (which is measured at intervals of 5 payoff units), we

should expect ∆CE to be distributed uniformly with mean 0 and standard

deviation (25/12)1/2 ≈ 1.44. We find instead that the mean is too low (-

14.11) and the standard deviation is too high (25.41).34 Both deviations are

significant at the 1% level. We therefore reject the hypothesis of expected-

utility-maximizing behavior.

33We are aware of a caveat. When subjects answered the lottery-choice questionnaire
in Part 2, they already knew their endowment in Part 1 (w1), but they did not know
their earnings in Part 1 yet. Therefore, if there are significant income effects on risk
aversion, we cannot expect Equation 15 to be identical to Equation 22. However, previous
experimental evidence suggests that income/wealth effects do not cause a statistically
significant change in certainty equivalents in risk-preferences elicitation, either within a
Becker-DeGroot-Marschak (1964) method (Kachelmeier and Shehata 1992) or within the
Holt and Laury (2002) Multiple Price List method (Laury 2012).

34The empirical distribution of ∆CE over 1132 observations has mean -14.11, median
-12.50, 25% percentile -27.5, 75% percentile 2.5, and standard deviation 25.41.
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7.3 Freedom, power, and interference preferences

In Section 7.2 we established that in the card game Players 1 on average over-

bid with respect to the risk aversion revealed in the lottery-choice question-

naire. We now turn to investigate (1) whether overbidding can be explained

by a model of psychological payoff maximization which captures procedural

preferences, and if so, (2) whether overbidding is mostly driven by a lik-

ing for freedom, an aversion to interference, or a liking for power, and (3)

whether the predominant procedural preferences generate an economically

sizable overbidding.

Among the variables defined in Section 6, ∆EUk,m requires knowledge of

an individual’s utility function over payoffs, uk(π). We approximate uk(π)

by a CRRA utility function uk,CRRA(π) = π1−ρk−1
1−ρk . The results are re-

ported in Appendix D. As a robustness check, we also approximate uk(π)

by a CARA utility function uk,CARA(π) = 1 − e−rkπ

rk
and estimate the cor-

responding CARA parameter rk,MPL.

We consider two classes of models: maximization of expected utility EU

(i.e., excluding procedural preferences) and maximization of the psychologi-

cal payoff function V (i.e., including procedural preferences). Specifically, we

consider the following alternative models: (1) expected utility maximization,

with risk aversion coefficients ρ̂MPL estimated using choice-lottery data, (2)

expected utility maximization, with a risk aversion coefficient ρ̂bid estimated

using bidding data), (3) expected payoff maximization, i.e., expected utility

maximization under risk neutrality, (4) psychological payoff maximization

driven by freedom preferences, (5) psychological payoff maximization driven

by interference preferences, (6) psychological payoff maximization driven by

power preferences. In models 4-6 we consider the constant and the propor-

tional specifications introduced in Section 6 and we employ, as in model 1,

the risk aversion coefficients estimated via the choice-lottery data.

Estimation is conducted via nonlinear least squares under the assump-

tion of a CRRA utility function.35 As a criterium for model selection, we

employ both the residual sum of squares (RSS) and the Bayesian informa-

tion criterion (BIC).36 Table 7 reports the results. We find that the behavior

35For the analysis of procedural preferences, we exclude one individual which had no
variation in the bids (y = 0).

36The BIC requires the specification of the number of parameters and data points.
There are two possibilities: We can either treat the lottery questionnaire and the bidding
data as one dataset with 23 observations or focus on the bidding data and treat ρ̂MPL as
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of the majority of participants is best explained by a model of psychological

payoff maximization driven by interference preferences (according to BIC,

between 56% and 77.2%) and that the behavior of the second-largest fraction

of participants is best explained by expected utility maximization (according

to BIC, between 22.8% and 39.2%). Moreover, we find only weak evidence of

freedom or power preferences. These findings hold across alternative treat-

ments, specifications and selection criteria. Inspecting closely Table 7, it is

important to notice that in Treatments 1 and 2 the effect of freedom and

interference preferences on bidding is not separately identifiable. For this

reason, if an individual’s behavior is best explained by freedom preferences,

then it is also best explained by interference preferences. In Treatment 3,

instead, the effect of interference preferences on bidding is separately iden-

tifiable: freedom and power preferences do not play a role since the decision

right by design only affects interference.

Model risk specification Treatments 1 and 2 Treatment 3
aversion 84 subjects 22 subjects

% % % %
RSS BIC RSS BIC

Expected utility
(excl. procedural preferences)

ρ̂MPL 0.0 5.9 0.0 13.6
ρ̂bid 35.7 25 9.1 4.6
0 (3.6) 8.3 (0.0) 4.6

Psychological payoff
(incl. procedural preferences)

Freedom or Interference ρ̂MPL constant 26.2 27.4
proportional 29.8 28.6

Interference ρ̂MPL constant 59.1 54.5
proportional 31.8 22.7

Power ρ̂MPL proportional 8.3 4.8

Table 7: Percentage of experiment participants whose bidding behavior is best explained

by each model, under the assumption of a CRRA utility function. Note that, if the RSS

criterion is maximized by the model ‘expected utility maximization’ with risk aversion

ρ = 0, it is also maximized by the model ‘expected utility maximization’ with risk aversion

ρ = ρ̂bid. For this reason, the corresponding values are reported in parenthesis.

In order to provide further support to our claim that most participants’

behavior is driven by interference preferences as opposed to freedom pref-

erences, we compare bidding behavior in Treatments 1 and 2, in which the

part of the data with which we explain the lottery choices. We choose the latter for two
reasons: first, it simplifies estimation and second, it is relatively conservative in the sense
that it favors expected utility maximization according to ρ̂bid.
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decision right affects both interference and freedom, to bidding behavior in

Treatment 3, in which the decision right affects only interference. In or-

der to highlight the monetary size of the effect of procedural preferences,

we compute a measure of overbidding, defined as the difference between

the bid predicted by Model 5 (psychological payoff maximization driven by

interference preferences) and the bid predicted by Model 1 (expected util-

ity maximization with risk aversion coefficients ρ̂MPL). The existence of a

strong preference for freedom would translate into a higher overbidding in

Treatments 1 and 2 compared to Treatment 3. Figure 3 reports the den-

sity function of the overbidding across individuals.37 Density functions are

reported across two subsamples (individuals best explained by interference

preferences or all individuals) and under two specifications of interference

(constant or proportional). A visual inspection of Figure 3 suggests that

our subject pool is not characterized by a strong preference for freedom. In

order to assess whether the difference in overbidding is statistically signif-

icant, we run a simple linear regression in which overbidding is regressed

over a constant and a dummy variable which equals 1 in Treatment 3 and

0 otherwise.38 Table 8 shows that overbidding in Treatment 3 is not sta-

tistically different from overbidding in Treatments 1 and 2. Therefore, the

monetary effect of freedom preferences is not statistically significant. Since

treatment assignment is random, we interpret this result as evidence that

also in Treatments 1 and 2 individual’s behavior is driven by interference

preferences.

The collection of results reported above is evidence that most experi-

ment participants value decision rights according to procedural preferences

and do so driven by interference aversion. We now turn to ask whether inter-

ference preferences are economically meaningful. Table 9 reports the mean

overbidding across all participants for each of the 20 rounds. Across rounds

the mean overbidding value is sizable, corresponding to approximately 20%

of the stake size.

We conclude this section by highlighting results from a series of robust-

ness checks. In Appendix E, we show that our results are robust to a change

in the functional form of the utility function from CRRA to CARA. In Ap-

37Figure 3 and Table 8 use data from round 5. Results are analogous in other rounds.
38The regression is performed using the same subsamples and specifications used in

Figure 3.
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Figure 3: Overbidding, defined as the difference between the bid predicted by Model

5 and the bid predicted by Model 1. Density functions across different subsamples and

under different specifications with Epanechnikov kernel and bandwidth 8. Data is from

round 5, in which Player 1 faces a stake size of 50 and an expected payoff of 50 (πhigh1 = 75

and πlow1 = 25).

specification of ‘interference’ to define: regressors obs
dependent variable subsample Treatment 3 dummy constant

constant constant 0.15 22.77∗∗∗ 35
(5.61) (2.14)

proportional proportional -4.69 19.43∗∗∗ 29
(4.84) (1.80)

constant constant or proportional -0.30 19.21∗∗∗ 64
(4.37) (1.71)

proportional constant or proportional -1.50 19.03∗∗∗ 64
(3.63) (1.30)

Table 8: Linear regression. The dependent variable is overbidding, defined as the

difference between the bid predicted by Model 5 and the bid predicted by Model 1. Data

is from round 5, in which Player 1 faces a stake size of 50 and an expected payoff of 50

(πhigh1 = 75 and πlow1 = 25). Standard errors are given in parentheses. *, **, *** indicate

significant at the 5%, 1% and 0.1% levels, respectively.

pendix F we explore the role of inequity aversion. While we find weak

evidence of aversion to advantageous inequity, we confirm that the main
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round stake constant specification proportional specification
round size mean % of stake sd mean % of stake sd

1 70 10.80 15 16.97 13.47 19 21.81
2 50 10.84 22 17.11 9.81 20 15.86
3 30 11.38 38 16.16 6.03 20 9.63
4 70 10.75 15 15.61 13.95 20 20.14
5 50 10.70 21 15.91 10.03 20 14.73
6 30 11.00 37 15.45 6.09 20 8.99
7 70 10.57 15 14.64 14.36 21 19.28
8 50 10.57 21 14.85 10.29 21 13.92
9 30 10.73 36 14.66 6.21 21 8.43
10 100 10.65 11 14.83 17.97 18 24.96
11 50 10.70 21 15.91 10.03 20 14.73
12 50 10.70 21 15.91 10.03 20 14.73
13 50 10.70 21 15.91 10.03 20 14.73
14 50 10.70 21 15.91 10.03 20 14.73
15 50 10.70 21 15.91 10.03 20 14.73
16 70 10.75 15 15.61 13.95 20 20.14
17 30 11.00 37 15.45 6.09 20 8.99
18 50 10.84 22 17.11 9.81 20 15.86
19 50 10.57 21 14.85 10.29 21 13.92
20 100 10.65 11 14.83 17.97 18 24.96
all 50 10.76 22 15.63 10.82 20 16.75

Table 9: Overbidding in each round, as a percentage of the stake size πhigh1 − πlow1 .

Distribution across all participants. Overbidding is defined as the difference between the

bid predicted by Model 5 and the bid predicted by Model 1.

driver for overbidding is interference aversion. In Appendix G, we examine

the correlation between overbidding and locus of control. Out of the six

correlations we measure (using three locus of control scales and two spec-

ifications of interference), we find only one to be statistically significant.

Thus, overbidding due to interference aversion cannot be fully explained by

locus of control.39 Finally, we inspect whether demographic characteristics

such as gender and age are correlated with overbidding due to interference

aversion. We do not find statistically significant differences.40,41 To sum up,

39Owens et al. (2014) find little evidence of correlation between the willingness-to-pay
for control and the Desirability of Control index (Burger and Cooper 1979), which mea-
sures individual preferences for control under several facets: the desire to make decisions
for oneself, the desire to take leadership roles, the desire to avoid situations where others
are in control, and the desire to plan or prepare to maintain control over future situations.

40Details are available upon requests.
41Ertac et al. (2016) studies experimentally the willingness to pay to make decisions for

oneself or on behalf of others. According to their terminology, a positive willingness to
pay to make one’s own decision is interpreted it as demand for autonomy and a positive
willingness to pay to make a decision on behalf of another person is interpreted it as
a demand for responsibility. Their definition of autonomy relates to our definition of
freedom and interference, while their definition of responsibility relates to our definition
of power. They find that the demand for autonomy is significantly positive, the demand
for responsibility is also significantly positive but lower than that for autonomy, and the
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interference aversion is not clearly correlated to personality traits such as

locus of control and demographic characteristics such as gender and age.

Therefore, our experimental design captures the behavioral effect of individ-

ual preferences that would not be captured otherwise.

7.4 Discussion

In this section we discuss how results presented above relate to the experi-

mental design. First, the weak evidence of power preferences may be driven

partly by the experimental setting, in which each player is informed about

his own type but is never informed about the other player’s type. While

this design feature allows us to avoid thorny confounds with social prefer-

ences, we are aware that a Player 1 with a liking for power may not find the

exercise of power over Player 2 particularly satisfying because he does not

know how he can influence Player 2. However, the effect of interference in

our setting is similarly large as the effect found by Fehr et al. (2013), where

Player 1 knows the payoff impact of his choice on Player 2. Therefore, it

seems unlikely that relaxing this information constraint would strongly affect

the bidding behavior in our setting. We consider relaxing such information

constraint an interesting direction for further research.

Second, interference is present in all treatments. Therefore, it is only

identified via the difference in behavior between the card game (Part 1)

and the lottery-choice questionnaire (Part 2). Possibly, the coefficient of

interference preferences captures not only the effect of interference itself but

also the effects of all other factors which differ between Part 1 and Part

2. The same limitation is present in Fehr et al. (2013) and Bartling et al.

(2014). However, given that the existence of intrinsic valuation is reported

in both our bidding game and their delegation games, it seems implausible

that the effect of interference preferences in our experiment is an artifact of

the game structure.

Third, some readers may perceive interference aversion as driven by am-

biguity aversion. If Player 1 believes that Player 2, when he has the decision

right, will not necessarily choose the option in his best interest, then Player

willingness to pay for autonomy and responsibility is lower among women. Our results
are consistent with theirs in that we find significant and strong interference aversion. Our
results differ from theirs in that we do not find a clear correlation between interference
aversion and gender.
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1 perceives strategic uncertainty with respect to the types of Player 2. How-

ever, our data does not to support this conjecture. Almost all participants

choose the card providing them the highest payoff. Behaving in such way

when he has the decision right, Player 1 is unlikely to believe that Player

2 will behave differently when she has the decision right.42 Thus, to fully

explain the extent of interference aversion, we would need to posit either

very strong ambiguity aversion or beliefs about other players that are too

far from the actual behavior to be plausible.43

Lastly, the reader may be concerned that interference aversion is driven

by regret aversion.44 In the card game Player 1 perceives regret if he does

not hold the decision right and receives a low payoff as a consequence of

Player 2’s action. In the lottery-choice questionnaire Player 1 perceives

regret if he chose the risky lottery and received the low payoff. We argue

that regret aversion cannot explain our results. Regret theory does not

distinguish between regret experienced as a consequence of Nature’s action

and regret experienced as a consequence of another player’s action. Thus,

Player 1’s regret aversion should be similar in the card game and in the

lottery-choice questionnaire.

8 Conclusions

This paper proposes a general theoretical model of decision rights allocation

and choice, formulated in the context of a dynamic psychological game. In

our model individuals value decision rights not only according to the value

42Experimental evidence from previous works suggests that participants in our experi-
ment not only choose the option in their best interest but also believe that other partici-
pants do the same. Iriberri and Rey-Biel (2013) find that selfish individuals, i.e., individ-
uals who always choose the self-payoff maximizing choice, ‘systematically state that they
believe other individuals take selfish actions, while other preferences types are more aware
of the existent heterogeneity in actions’.

43Owens et al. (2014) considers ambiguity aversion as a factor potentially driving the
control premium they document. They find mixed results as to whether reducing ambi-
guity reduces the control premium.

44Sjöström et al. (2016) studies experimentally how autonomy influences effort. They
define autonomy as the right to choose an alternative (a project) from a given feasible set (a
menu). They find a significant pure motivation effect: autonomy has a significant positive
effect on effort. Moreover, such effect is found to be consistent with aversion to anticipated
regret, but not with standard expected-utility maximization. Their experiment differs
from ours in that there is no strategic interaction and decision rights are exogenously
assigned. Thus, their experimental design cannot identify an intrinsic valuation of decision
rights.
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of the outcomes, but also according to the procedure by which the outcomes

are achieved. Specifically, individuals care about the cause of the outcomes.

To describe such procedural motivations, our model introduces freedom,

power, and interference.

We implement our theoretical model in a laboratory experiment which

involves the allocation of a decision right via an auction mechanism and the

subsequent exercise of the decision right. The experimental design allows

to separately measure freedom, power, and interference preferences. We

find that participants’ behavior is best explained by interference aversion.

This result suggests that most experiment participants value decision rights

neither because they enjoy the freedom of making a choice, nor because they

like having power over other individuals, but rather because they dislike

letting other individuals interfere in their outcomes.

Our theoretical framework and experimental findings contribute to unify

the existing disparate results in the experimental literature on the delega-

tion of decision rights, social risk, and control premium. According to our

framework, the reluctance to delegate a decision right, the social risk pre-

mium required to trust another person, and the control premium foregone

to maintain payoff autonomy can all be interpreted as driven by interference

aversion.
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Appendices For Online Publication

A Derivation of the measures of freedom, power,
and interference

In this appendix we present the derivation of the measures of freedom F1, interference I1,
and power P1 for each treatment, which allows to construct Table 5 in Section 5.

The freedom measure F1 at information set hb given bid y under Treatment 1 (Γ1)
for a general function g is:

F1(θ1,hb,y) =∑
r≤y

∑
t∈T1

∑
c∈{A,B}

g(o(r, 1, c), t)θ1,hb,y(o(r, 1, c) ∩ t) log2

θ1,hb,y(o(r, 1, c)|t)
θ1,hb,y(o(r, 1, c))

+

+
∑
r>y

∑
t∈T1

∑
c∈{A,B}

g(o(r, 2, c), t)θ1,hb,y(o(r, 2, c) ∩ t) log2

θ1,hb,y(o(r, 2, c)|t)
θ1,hb,y(o(r, 2, c))

, (24)

where we use the fact that
∑
o∈Oi f(o) =

∑100
r=1

∑
i∈{1,2}

∑
c∈{A,B} f(o(r, i, c)) for any

function f(o) and that y ≥ r implies θ1,hb,y(o(r, 2, c)) = 0. Moreover, θ1,hb,y(o(r, 2, c)|t) =
θ1,hb,y(o(r, 2, c)) since if Player 2 has the decision right, the outcome is independent of
Player 1’s type. Since log2 1 = 0, the measure simplifies to:

F1(θ1,hb,y) =∑
r≤y

∑
t∈T1

∑
c∈{A,B}

g(o(r, 1, c), t)θ1,hb,y(o(r, 1, c) ∩ t) log2

θ1,hb,y(o(r, 1, c)|t)
θ1,hb,y(o(r, 1, c))

. (25)

The remaining probabilities are as follows:

∀t ∈ T1 : θ1,hb,y(t) = 1/2

∀t ∈ T1 : ∀r ≤ y : θ1,hb,y(o(r, 1, A)|t) =

{
1

100
, t = tA1

0, else

∀t ∈ T1 : ∀r ≤ y : θ1,hb,y(o(r, 1, B)|t) =

{
1

100
, t = tB1

0, else

∀r ≤ y : θ1,hb,y(o(r, 1, A)) = 1/200

∀r ≤ y : θ1,hb,y(o(r, 1, B)) = 1/200. (26)

The freedom measure therefore simplifies to:

F1(θ1,hb,y) =
1

200

∑
r≤y

(g(o(r, 1, A), tA1 ) + g(o(r, 1, B), tB1 )). (27)

Since Treatment 2 differs from Treatment 1 only in that Player 2’s endowment w2

equals 0 instead of 100, it follows that freedom in both treatments is equal. For Treatment
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3 (Γ3), instead:

F1(θ1,hb,y) =∑
r≤y

∑
t∈T1

∑
c∈{C}

g(o(r, 1, c), t)θ1,hb,y(o(r, 1, c) ∩ t) log2

θ1,hb,y(o(r, 1, c)|t)
θ1,hb,y(o(r, 1, c))

+
∑
r>y

∑
t∈T1

∑
c∈{A,B}

g(o(r, 2, c), t)θ1,hb,y(o(r, 2, c) ∩ t) log2

θ1,hb,y(o(r, 2, c)|t)
θ1,hb,y(o(r, 2, c))

. (28)

As in (24), θ1,hb,y(o(r, 2, c)|t) = θ1,hb,y(o(r, 2, c)): if Player 2 has the decision right, the out-
come is independent of Player 1’s type. In addition, θ1,hb,y(o(r, 1, C)|t) = θ1,hb,y(o(r, 1, C)):
if Player 1 has the decision right, then only Card C is available, so the outcome is inde-
pendent of Player 1’s type. Since ln2 1 = 0, the measure equals F1(θ1,hb,y) = 0. This
concludes the derivations for freedom F .

The power measure P1 is largely analogous to F1. In games Γp in Treatments 1 and
2, it simplifies to:

P1(θ1,hb,y) =
1

200

∑
r≤y

(g(o(r, 1, A), tA1 ) + g(o(r, 1, B), tB1 )), (29)

and in games Γnp in Treatments 1 and 2, and well as in Treatment 3, P1(θ1,hb,y) = 0.
The interference measure I1 for a general function g is:

I1(θ1,hb,y) =∑
r≤y

∑
t∈T2

∑
c∈{A,B}

g(o(r, 1, c), t)θ1,hb,y(o(r, 1, c) ∩ t) log2

θ1,hb,y(o(r, 1, c)|t)
θ1,hb,y(o(r, 1, c))

+
∑
r>y

∑
t∈T2

∑
c∈{A,B}

g(o(r, 2, c), t)θ1,hb,y(o(r, 2, c) ∩ t) log2

θ1,hb,y(o(r, 2, c)|t)
θ1,hb,y(o(r, 2, c))

. (30)

In all treatments, θ1,hb,y(o(r, 1, c)|t) = θ1,hb,y(o(r, 1, c)): if Player 1 has the decision right,
the outcome is independent of Player 2’s type.

Thus, I1 can be written, for all treatments, as:

I1(θ1,hb,y) =∑
r>y

∑
t∈T2

∑
c∈{A,B}

g(o(r, 2, c), t)θ1,hb,y(o(r, 2, c) ∩ t) log2

θ1,hb,y(o(r, 2, c)|t)
θ1,hb,y(o(r, 2, c))

. (31)

The remaining probabilities are as follows:

∀t ∈ T2 : θ1,hb,y(t) = 1/2

∀t ∈ T2 : ∀r ≤ y : θ1,hb,y(o(r, 2, A)|t) =

{
1

100
, t = tA2

0, else

∀t ∈ T2 : ∀r ≤ y : θ1,hb,y(o(r, 2, B)|t) =

{
1

100
, t = tB2

0, else

∀r ≤ y : θ1,hb,y(o(r, 2, A)) = 1/50

∀r ≤ y : θ1,hb,y(o(r, 2, B)) = 1/50. (32)
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The interference measure therefore simplifies to:

I1(θ1,hb,y) =
1

400

∑
r>y

∑
t∈T2

(g(o(r, 2, A), t) + g(o(r, 2, B), t)). (33)

Given the above results, Table 5 is obtained by substituting in Equations (27) and
(33) the chosen specification of function g(o, t), either g = 1 or g = |πhigh − πlow|.

46



B Predictions for the authority-delegation game

In this section, we apply the theoretical framework presented in Section 3 to the authority-
delegation game conducted by Fehr et al. (2013). In the authority-delegation game two
matched participants, Player 1 and Player 2, play a game involving the selection of a card
out of 36 available cards. The selected card has payoff consequences for both players. A
randomization device (Nature) randomly determines the player’s preferences over the 36
cards. One default card is known to give a fixed known payoff π̄ to each player, but the
preferences over the remaining 35 cards are unknown to both players at the beginning of
the game. One of these cards gives a high payoff π̂1 to Player 1 and a lower payoff π̌2

to Player 2. Another card gives a high payoff π̂2 to Player 2 and a lower payoff π̌1 to
Player 1. All other cards give an extremely low payoff 6 π to deter the player with the
decision right to randomly choose a card. Payoffs for each Player i are ordered as follows:
π̂i > π̌i > π̄ > 6 π.

In stage 1, Player 1 (the Principal) can choose to delegate or not the decision right
to Player 2 (the Agent). In stage 2, both players can simultaneously invest effort (payoff)
to raise the probability with which they are informed about their preferences over the 35
cards in the following stage. Let pi be the probability that the player with the decision
right observes his preferences and qj be the probability that the player without the decision
right observes his preferences. After players are informed about their preferences with the
given probabilities (stage 4), the player without the decision right can make a suggestion
to the other player (stage 5).45 In the last stage (stage 6) the player with the decision
right selects one of the cards as the outcome of the game. The outcomes for the players
are then given by O1 = {o1,0, . . . , o1,35} and O2 = {o2,0, . . . , o2,35}.

Let T1 = {t1,1, . . . , t1,35} represent the possible types of the Principal where type
t1,k ∈ T1 has a favorite card outcome o1,k. Similarly, let T2 = {t2,1, . . . , t2,35} represent
the possible types of the Agent. In this example, players are assumed to be risk neutral
and have identical freedom, power, and interference preferences.46

The game can be solved using backward induction. In stage 6 (card selection stage),
behavior is not influenced by procedural preferences, since it is the last stage. If Player i
(with the decision right) knows his type, he chooses the card giving payoff π̂i to himself
and π̌j to the other player. If he does not know his type, but the other player has made a
suggestion, he follows the suggestion if he believes it is the card giving him payoff π̌i (in
equilibrium, this is the case). In all other cases, Player i chooses the default card giving
payoff π̄.

In stage 5, strategies for Player j (without the decision right) are similarly simple
since his recommendation is not influenced by procedural preferences. If Player j knows
his type, he recommends the card giving payoff π̂j to himself and π̌i to the other player.
If he does not know his type, he recommends the card giving payoff π̄.

In stage 4, Nature determines randomly whether the players observe their types.
These observations happen with the probabilities determined in stage 2: pi for the player
with the decision right and qj for the player without the decision right.

In stage 2 (effort decision), procedural preferences can influence behavior, and there-
fore sequential equilibrium and psychological sequential equilibrium predict different op-
timal efforts. The risk neutral sequential equilibrium (RNSE) predicts that the following
optimal efforts will be chosen:

45In stage 3 beliefs are elicited.
46It has already been verified by Fehr et al. (2013) that the players’ measured risk/loss

aversion cannot explain the behavior in the game.
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p∗RNSEi = arg max
pi

piπ̂i + (1− pi)(q∗RNSEj π̌i + (1− q∗RNSEj )π̄)− c(pi) (34)

q∗RNSEj = arg max
qj

p∗SEi π̌j + (1− p∗RNSEi )(qj π̂i + (1− qj)π̄)− c(qj). (35)

In the psychological sequential equilibrium (PSE), instead, to determine efforts we
need to measure the freedom, power, and interference that would be achieved after effort
has been invested. Let hi,D (hj,D) be the information set at which Player i (j) with
(without) the decision right chooses his effort level pi (qj) after the delegation decision
D ∈ {0, 1} has been made. Let θi,hi,D,pi,qi denote the beliefs of Player i playing pi at
information set hi,D and believing that Player j will play qj with certainty and that
subsequently in stage 4 and 5 the game will be played as discussed above.

Freedom for Player i with the decision right is:

Fi,dr(θi,hi,D,pi,qj ) =∑
c∈{1,...,35}

pi
35
g(oi,c, ti,c) ln

(
35pi

pi + (1− pi)qj

)

+
∑

c∈{1,...,35}

∑
d∈{1,...,35}\c

(1− pi)qj
35 · 34

g(oi,c, ti,d) ln

(
35(1− pi)qj

34(pi + (1− pi)qj)

)
, (36)

where subscript dr denotes that Player i has the decision right. Equation (36) follows from
Player i having correct beliefs about the strategy of Player j and the fact that outcome
oi,0 is independent of all types. In (36), the first part is a sum over all states where Player
i obtains his preferred outcome, and the second part is a sum over all cases where Player
j obtains his preferred outcome.

Interference avoided by Player i with the decision right is:

Ii,dr(θi,hi,D,pi,qj ) =∑
c∈{1,...,35}

(1− pi)qj
35

g(oi,c, tj,c) ln

(
35(1− pi)qj
pi + (1− pi)qj

)

+
∑

c∈{1,...,35}

∑
d∈{1,...,35}\c

pi
35 · 34

g(oi,c, tj,d) ln

(
35pi

34(pi + (1− pi)qj)

)
. (37)

Power for Player i with the decision right is:

Pi,dr(θi,hi,D,pi,qj ) =∑
c∈{1,...,35}

pi
35
g(oj,c, ti,c) ln

(
35pi

pi + (1− pi)qj

)

+
∑

c∈{1,...,35}

∑
d∈{1,...,35}\c

(1− pi)qj
352

g(oj,c, ti,d) ln

(
35(1− pi)qj

34(pi + (1− pi)qj)

)
. (38)

Freedom for Player j without the decision right is:

Fj,ndr(θj,hj,D,qj ,pi) =∑
c∈{1,...,35}

∑
d∈{1,...,35}\c

pi
35 · 34

g(oj,c, tj,d) ln

(
35pi

34(pi + (1− pi)qj)

)

+
∑

c∈{1,...,35}

(1− pi)qj
35

g(oj,c, tj,c) ln

(
35(1− pi)qj
pi + (1− pi)qj

)
, (39)
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where subscript ndr denotes that Player j does not have the decision right.
Interference experienced by Player j without the decision right is:

Ij,ndr(θj,hj,D,qj ,pi) =∑
c∈{1,...,35}

∑
d∈{1,...,35}\c

(1− pi)qj
35 · 34

g(oj,c, ti,d) ln

(
35(1− pi)qj

34(pi + (1− pi)qj)

)

+
∑

c∈{1,...,35}

pi
35
g(oj,c, ti,c) ln

(
35pi

pi + (1− pi)qj

)
. (40)

Power for Player j without the decision right is:

Pj,ndr(θj,hj,D,qj ,pi) =∑
c∈{1,...,35}

∑
d∈{1,...,35}\c

pi
35 · 34

g(oi,c, tj,d) ln

(
35pi

34(pi + (1− pi)qj)

)

+
∑

c∈{1,...,35}

(1− pi)qj
35

g(oi,c, tj,c) ln

(
35(1− pi)qj
pi + (1− pi)qj

)
. (41)

As in the rest of the paper, we use two different specifications for g(o, t). First, we
set g(o, t) = 1, yielding measures F c, Ic, and P c. Second, we set g(o, t) = ∆πi = π̂i − π̌i
for Player i’s freedom and interference and g(o, t) = ∆πj = π̂j − π̌j for Player i’s power,
yielding measures F d, Id, and P d.

Note that a stronger liking for freedom and power and a stronger aversion to inter-
ference will give qualitatively similar predictions: a lower delegation rate and a higher
equilibrium effort by the player with the decision right. Since Fehr et al. (2013) do not
have a treatment where having the decision right gives a fixed outcome without a choice
stage, we cannot distinguish among freedom, power and interference qualitatively, but only
quantitatively in the fit of the optimal efforts predicted by the psychological sequential
equilibrium, p∗PSEi and q∗PSEi . The psychological sequential equilibrium (PSE) predicts
optimal efforts p∗PSEi and q∗PSEi given by:

p∗PSEi = arg max
pi

Vi,dr(θi,hi,D,pi,q∗PSEj
) = (42)

arg max
pi

EUi(θi,hi,D,pi,q∗PSEj
)

+ α · Fi,dr(θi,hi,D,pi,q∗PSEj
)

+ β · Ii,dr(θi,hi,D,pi,q∗PSEj
)

+ γ · Pi,dr(θi,hi,D,pi,q∗PSEj
)

q∗PSEj = arg max
qj

Vj,ndr(θj,hj,D,qj ,p∗PSEi
) = (43)

arg max
qj

EUj(θj,hj,D,qj ,p∗PSEi
)

+ α · Fj,ndr(θj,hj,D,qj ,p∗PSEi
)

+ β · Ij,ndr(θj,hj,D,qj ,p∗PSEi
)

+ γ · Pj,ndr(θj,hj,D,qj ,p∗PSEi
).

For both players, marginal utility from effort has increased, but even more so for
Player i. Player j will only gain from his knowledge of his preferred card with probability
1−pi, i.e., if Player i is not informed about his preferred card. Therefore, we should expect
p∗PSEi to be higher if both players have α > 0, β < 0, or γ > 0 than if they maximize
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expected utility with parameters α = β = γ = 0.
In stage 1 (delegation stage), risk neutral sequential equilibrium (RNSE) predicts:

D∗RNSE = 1(p∗RNSE1 π̂1 + (1− p∗RNSE1 )(q∗RNSE2 π̌1 + (1− q∗RNSE2 )π̄)− c(p∗RNSE1 ) <

p∗RNSE2 π̌1 + (1− p∗RNSE2 )(q∗RNSE1 π̂1 + (1− q∗RNSE1 )π̄)− c(q∗RNSE1 )), (44)

with 1 being the indicator function. Player 1 simply compares his expected utility in
the situation in which he has the decision right and plays the optimal p∗RNSE1 to his
expected utility in the situation in which he does not have the decision right and plays
the optimal q∗RNSE1 , given that Player 2 plays the optimal p∗RNSE2 and q∗RNSE2 . Instead,
psychological sequential equilibrium (PSE) predicts that in the delegation stage Player 1
chooses:

D∗PSE = 1

(
V1,dr(θ1,h1,0,p

∗PSE
1 ,q∗PSE2

) < V1,ndr(θ1,h1,1,q
∗PSE
1 ,p∗PSE2

)
)
, (45)

where we use the fact that Player 1 has correct beliefs about p∗PSEi and q∗PSEi , and that
p∗PSEi and q∗PSEi do not depend on the types. The above condition can be interpreted as
follows. Player 1 compares his psychological payoff (which includes expected utility, free-
dom, interference, and power) if he has the decision right (V1,dr) after he has not delegated
(D = 0) and has played p∗PSE1 and Player 2 has played q∗PSE2 to his psychological payoff
if he does not have the decision right (V1,ndr) after he has delegated (D = 1) and has
played q∗PSE1 and Player 2 has played p∗PSE2 . Given Equations (36)-(41), a player with a
strong liking for freedom, a strong liking for power and/or a strong aversion to interfer-
ence (i.e., with a large, positive α, γ and/or low, negative β) requires much larger gains in
expected payoffs in order to delegate, compared to a player maximizing expected utility
(i.e, with α = β = γ = 0). Therefore, a psychological sequential equilibrium predicts
lower delegation rates.

Treatment π̂1 π̌2 π̌1 π̂2 π̄ 6 π
PLOW 40 35 20 40 10 0

LOW 40 20 20 40 10 0

HIGH 40 35 35 40 10 0

PHIGH 40 20 35 40 10 0

Table 10: Payoffs in each treatment

Using the same payoff and cost functions employed by Fehr et al. (2013), we predict the
effect of procedural preferences on the behavior of a representative player.47 In Table 11 we
report the predicted strategies for the effort decisions p1, q2, p2, and q1 and the delegation
decision D for various specifications of the parameters α, β, and γ given g(o, t) = 1 and
g(o, t) = ∆π. For simplicity, we only allow one parameter to differ from 0 in each panel of
the table. We set the parameters to minimize the squared error of the pi choices, since for
the qj choices Fehr et al. (2013) presume additional motivation effects, which we cannot
capture without additional data and assumptions. On the lowest panel of Table 11, we
report the average strategies observed by Fehr et al. (2013).

Due to the inclusion of an additional parameter, the fit is naturally better for models
which allow for procedural preferences. A liking for freedom or power and an aversion to
interference all lead to a better fit of the effort decisions. We find that freedom and power
preferences, compared to interference preferences, provide a better fit of the effort decision
but a worse fit of the delegation decision. Indeed, to match the delegation pattern using

47Payoffs are reported in Table 10 and the cost function for all players was c(p) = 25 ·p2.
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freedom or power under specification g(o, t) = 1, we would need parameters α and γ that
lead to predictions of p∗i = 100 and q∗i = 0. The better fit of the delegation decision under
interference aversion can be explained as follows. For Player i with the decision right,
freedom and power are strongly influenced by his effort decision pi, since it directly affects
his ability of making an informed card selection. Instead, interference is strongly influenced
by the effort decision of the other player qj . Therefore, a comparably stronger interference
aversion is needed to match the observed effort decisions pi. Moreover, the delegation
decision strongly influences the other player’s effort qj and, therefore, the probability
with which the other player will exercise interference. Thus, at the delegation stage, the
principal will be reluctant to give up the decision right.

This preliminary analysis suggests that interference aversion is the main driver of the
reluctance to delegate. We acknowledge that a more detailed comparison of the datasets
would be necessary to verify this result.

treatment p1 q2 p2 q1 D (α, β, γ) g(o, t)
% % % %

PLOW 54.5 27.3 42.9 34.3 0 (0,0,0) g = 1
LOW 54.5 27.3 54.5 27.3 0
HIGH 42.9 34.3 42.9 34.4 1
PHIGH 42.9 34.3 54.5 27.3 1
PLOW 66.5 21.2 56.1 28.5 0 (0.941,0,0) or g = 1
LOW 66.5 21.2 66.5 21.2 0 (0,0,0.941)
HIGH 56.1 28.5 56.1 28.5 1
PHIGH 56.1 28.5 66.5 21.2 1
PLOW 64.7 32.2 57.6 36.3 0 (0,-5.823,0) g = 1
LOW 64.7 32.2 64.7 32.2 0
HIGH 57.6 36.3 57.6 36.3 0
PHIGH 57.6 36.3 64.7 32.2 0
PLOW 65.5 21 43.6 37.2 0 (0.043,0,0) g = ∆π
LOW 65.3 21.9 65.3 21.9 0
HIGH 45.5 33.5 45.5 33.5 1
PHIGH 43.6 37.2 65.5 21 1
PLOW 68.4 24.9 48.9 48.8 0 (0,-0.581,0) g = ∆π
LOW 72.9 35.5 72.9 35.5 0
HIGH 51.1 34.9 51.1 34.9 0
PHIGH 48.9 48.8 68.4 24.9 0
PLOW 57.8 28. 62.4 23.1 0 (0,0,0.062) g = ∆π
LOW 70.4 18.8 70.4 18.8 0
HIGH 46.7 33 46.7 33 1
PHIGH 62.4 23.1 57.8 28 1
PLOW 55.7 22.8 68.1 16.5 0.163 observed
LOW 66.1 14.3 68.3 16.2 0.139
HIGH 48.2 26.5 58.7 19.6 0.355
PHIGH 58.2 17.3 65.1 20.7 0.427

Table 11: Strategies: predicted effort and delegation decisions (upper pan-
els), observed effort decisions and delegation frequencies (lowest panel)
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C Allocation and exercise of decision rights: ta-
bles

Round Treatment
1 2 3 all 1 vs 2 2 vs 3 1 vs 3

1 50 52 69 60 -2.492 (0.0127)
2 48 40 45 44 -2.357 (0.0184)
3 28 30 30 30 -1.709 (0.0874)
4 45 40 60 50 -3.073 (0.0021) -2.884 (0.0039)
5 40 40 45 40 -1.831 (0.0671)
6 30 30 30 30 -1.781 (0.0749)
7 50 40 70 50 -2.968 (0.0030) -3.000 (0.0027)
8 30 36 45 35 -2.198 (0.0280)
9 20 30 30 30 -2.489 (0.0128) -2.893 (0.003)
10 66 68 80 70 -1.945 (0.0518)
11 40 40 45 40 -2.043 (0.0411)
12 35 36 45 40 -1.703 (0.0886) -1.977 (0.0481)
13 35 40 50 40 -2.296 (0.0217) -2.430 (0.0151)
14 33 35 43 40 -1.719 (0.0856) -1.909 (0.0562)
15 30 30 45 40 -1.706 (0.0880) -1.941 (0.0523)
16 50 40 65 50 -2.586 (0.0097) -2.916 (0.0035)
17 25 30 30 30 -2.411 (0.0159)
18 40 47 50 48 -1.860 (0.0628) -2.614 (0.0089)
19 30 31 35 33
20 80 70 70 72
all 40 40 50 40

Table 12: Median bids. Results of a Mann-Whitney-Wilcoxon rank-sum test
(p-values in parentheses) are reported only for statistically significant cases.

Treatment Player 1 Player 2
has decision chooses card with has decision chooses card with

right highest payoff right highest payoff
1 0.41 1 0.59 0.98
2 0.4 0.99 0.6 0.99
3 0.55 1 0.45 0.94

all 0.44 1 0.56 0.98

Table 13: Decision rights and choice behavior conditional on having the
decision right. Fraction of observations.
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D CRRA utility estimation

In this appendix we approximate uk(π) by a CRRA utility function uk,CRRA(π) = π1−ρk−1
1−ρk

.
In the context of our lottery-choice questionnaire, which adopts a Multiple Price List
(MPL) method, the number of times an individual k chooses the safe lottery (Option A)
determines an interval [ρ, ρ] where the CRRA parameter ρMPL,k must lie if his behavior
is consistent with CRRA expected utility maximization. The midpoint of such interval is
taken as the point estimate ρ̂MPL,k for individual k’s risk aversion coefficient. Out of 244
participants, we exclude 15 individuals from all further analysis because they either chose
dominated switching points or had multiple switching points.48 Among our participants,
the mean estimated CRRA parameter is equal to 0.58.49

In order to assess the degree to which each individual behavior is matched by the
behavior prescribed by his estimated risk aversion coefficient, we count how many mistakes
each individual is predicted to make. A mistake is equal to ξ if the difference between
the question at which an individual is predicted to switch to the safe lottery and the
question at which he actually switches to the safe lottery is equal to ξ. Since ξ may
be negative or positive, we define the number of absolute mistakes (as the sum of the
absolute values of the mistakes) as well as the number of relative mistakes (as the sum of
the actual values of the mistakes). Taking into account absolute (relative) mistakes, 70
(216) out of 229 individuals behaved perfectly consistent with CRRA utility maximization.
Table 14 reports the estimated CRRA coefficient corresponding to each type of behavior
in the lottery-choice questionnaire, along with the summary statistics of the estimated
coefficients.

As a robustness check, we also approximate uk(π) by a CARA utility function uk,CARA(π) =

1 − e−rkπ

rk
and estimate the corresponding CARA parameter rk,MPL.50 Results are re-

ported in Appendix E.

483 subjects chose dominated switching points (one of which is a Player 1) and 12
subjects had multiple switching points (6 of which are Player 1).

49Our estimates are consistent with evidence from field experiments. Harrison et al.
(2007) estimate individual risk attitudes using controlled experiments in the field in Den-
mark. They report a mean CRRA coefficient is 0.67, weighted to reflect the Danish
population.

50Taking into account absolute mistakes, 70 out of 229 individuals behave perfectly
consistent with CARA utility maximization. The overlap between the 70 individuals
consistent with CARA utility maximization and the 70 individuals consistent with CRRA
utility maximization is almost complete. There is only one individual who is consistent
with CARA utility maximization but not with CRRA utility maximization and another
individual who is consistent with CRRA utility maximization but not with CARA utility
maximization. Taking into account relative mistakes, 215 out of 229 individuals behave
perfectly consistent with CARA utility maximization.
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coefficient switching points
range midpoint
(-10.43,-9.05] -9.74 7, 9, 10
(-9.05,-7.60] -8.32 7, 8, 10
(-7.60,-4.54] -6.07 6, 8, 10
(-4.54,-3.81] -4.17 6, 8, 9
(-3.81,-2.56] -3.18 6, 7, 9
(-2.56,-2.50] -2.53 6, 7, 8
(-2.50,-1.93] -2.22 5, 7, 8
(-1.93,-1.54] -1.73 5, 6, 8
(-1.54,-0.88] -1.21 5, 6, 7
(-0.88,-0.83] -0.86 5, 6, 6
(-0.83,-0.40] -0.61 5, 5, 6
(-0.40,0] -0.20 5, 5, 5
0 0 (*)
(0,0.35] 0.18 4, 4, 4
(0.35,0.69] 0.52 4, 4, 3
(0.69,0.74] 0.72 4, 4, 2
(0.74,1.05] 0.90 4, 3, 2
(1.05,1.48] 1.26 4, 3, 1
(1.48,1.53] 1.50 4, 3, 0
(1.53,2.24] 1.89 4, 2, 0
(2.24,2.58] 2.41 3, 2, 0
(2.58,4.71] 3.64 3, 1, 0
(4.71,5.82] 5.27 3, 0, 0
mean 0.58
median 0.18
std 1.54
obs. 229

Table 14: The estimated CRRA coefficients corresponding to individual’s behavior in

the lottery-choice questionnaire. A switching point in the lottery-choice questionnaire is

the question at which an individual switches from choosing the risky lottery (Option B) to

choosing the safe lottery (Option A). In each of the three sets of questions of the lottery-

choice questionnaire questions are numbered from 1 to 11. (∗) An estimated coefficient

equal to 0 is associated to any combination of switching points equal to ‘5’ and ‘4’, such

as (5,5,4), (5,4,5), (4,5,5), (4,4,5), (4,5,4), (5,4,4).
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E Robustness check: CARA utility

For robustness, we replicate all results presented in Section 7 under the assumption of
CARA utility function. Tables 15, 16, 17, and 18 are analogous to Tables 14, 7, 8, and 9,
respectively. Figure 4 is analogous to Figure 3. The difference between the CRRA results
and the CARA results can be explained by the inverse of the CARA utility function
u−1
CARA(x) being defined only for values x < 1. In some cases, the specification of freedom,

power, and interference as constant variables (∆F c, ∆Ic) and as variables proportional to
the payoff difference (∆F d, ∆Id, and ∆P d) led to utility values for a player without the
decision right which did not respect this boundary and thus violated the model.

coefficient switching points
range midpoint

(-0.1386,-0.1384] -0.1385 7, 9, 10
(-0.1384,-0.1352] -0.1368 7, 8, 10
(-0.1352,-0.0685] -0.1005 6, 8, 10
(-0.0685,-0.0656] -0.0671 6, 8, 9
(-0.0656,-0.0481] -0.0569 6, 7, 9
(-0.0481,-0.0430] -0.0456 5, 7, 9
(-0.0430,-0.0360] -0.0395 5, 7, 8
(-0.0360,-0.0281] -0.0321 5, 6, 8
(-0.0281,-0.0173] -0.0227 5, 6, 7
(-0.0173,-0.0165] -0.0169 5, 6, 6
(-0.0165,-0.0083] -0.0124 5, 5, 6
(-0.0083,0] -0.0041 5, 5, 5
0 0 (*)
(0, 0.0083] 0.0042 4, 4, 4
(0.0083,0.0164] 0.0124 4, 4, 3
(0.0164,0.0173] 0.0169 4, 3, 3
(0.0173,0.0281] 0.0227 4, 3, 2
(0.0281,0.0360] 0.0321 4, 3, 1
(0.0360,0.0430] 0.0395 4, 2, 1
(0.0430,0.0481] 0.0456 4, 2, 0
(0.0481,0.0656] 0.0569 3, 2, 0
(0.0656,0.1352] 0.1004 3, 1, 0
(0.1352,0.1384] 0.1368 2, 1, 0

mean 0.014
median 0.004
std 0.031
obs 229

Table 15: The estimated CARA coefficients corresponding to individual’s behavior in

the lottery-choice questionnaire. A switching point in the lottery-choice questionnaire is

the question at which an individual switches from choosing the risky lottery (Option B) to

choosing the safe lottery (Option A). In each of the three sets of questions of the lottery-

choice questionnaire questions are numbered from 1 to 11. (∗) An estimated coefficient

equal to 0 is associated to any combination of switching points equal to ‘5’ and ‘4’, such

as (5,5,4), (5,4,5), (4,5,5), (4,4,5), (4,5,4), (5,4,4).
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Model risk specification Treatments 1 and 2 Treatment 3
aversion 84 subjects 22 subjects

% % % %
RSS BIC RSS BIC

Expected utility
(excl. procedural preferences)

ρ̂MPL 0.0 8.3 0.0 4.5
ρ̂bid 64.3 48.8 54.5 40.9
0 2.4 14.3 0.0 13.6

Psychological payoff
(incl. procedural preferences)

Freedom or Interference ρ̂MPL constant 19.0 17.9
proportional 11.9 10.7

Interference ρ̂MPL constant 31.8 27.3
proportional 13.6 13.6

Power ρ̂MPL proportional 4.8 2.4

Table 16: Percentage of experiment participants whose bidding behavior is best ex-

plained by each model, under the assumption of a CARA utility function. Note that, if

the RSS criterion is maximized by the model ‘expected utility maximization’ with risk

aversion ρ = 0, it is also maximized by the model ‘expected utility maximization’ with

risk aversion ρ = ρ̂bid. The two individuals who behaved exactly according to expected

payoff maximization also created a similar overlap of 2.4% under the BIC criterion. Thus,

the first and second columns do not sum to 100.

specification of ‘interference’ to define: regressors obs
dependent variable subsample Treatment 3 dummy constant

constant constant 7.89 18.31∗∗∗ 21
(8.46) (2.86)

proportional proportional -15.72 20.72∗∗∗ 12
(7.83) (2.60)

constant constant or proportional -0.36 19.79∗∗∗ 33
(6.70) (2.04)

proportional constant or proportional -8.23 24.36∗∗∗ 33
(7.46) (4.61)

Table 17: Linear regression. The dependent variable is overbidding, defined
as the difference between the bid predicted by the model ‘psychological pay-
off maximization driven by interference preferences’ and the bid predicted
by the model ‘expected utility maximization’ with risk aversion estimated
using choice-lottery data. The regression is run for round 5, in which Player
1 faces a stake size of 50 and an expected payoff of 50 (πhigh1 = 75 and
πlow1 = 25). CARA utility function is assumed. Standard errors are given in
parentheses. *, **, *** indicate significant at the 5%, 1% and 0.1% levels,
respectively.
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Figure 4: Overbidding, defined as the difference between the bid predicted
by the model ‘psychological payoff maximization driven by interference pref-
erences’ and the bid predicted by the model ‘expected utility maximization’
with risk aversion estimated using choice-lottery data. Density functions
across different subsamples and under different specifications. Data from
round 5, in which Player 1 faces a stake size of 50 and an expected payoff
of 50 (πhigh1 = 75 and πlow1 = 25).
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round stake constant specification proportional specification
size mean % of stake sd mean % of stake sd

1 70 6.52 9 21.09 5.69 8 31.80
2 50 8.47 17 21.00 8.67 17 28.40
3 30 10.77 36 21.42 10.16 34 26.57
4 70 6.58 9 20.16 6.15 9 31.83
5 50 8.81 18 19.65 8.45 17 27.49
6 30 10.93 36 20.51 9.74 32 25.70
7 70 7.31 10 20.18 7.88 11 34.40
8 50 9.67 19 20.45 9.36 19 28.44
9 30 12.32 41 21.88 9.82 33 24.96
10 100 3.40 3 22.05 -0.60 - 1 39.35
11 50 8.81 18 19.65 8.45 17 27.49
12 50 8.81 18 19.65 8.45 17 27.49
13 50 8.81 18 19.65 8.45 17 27.49
14 50 8.81 18 19.65 8.45 17 27.49
15 50 8.81 18 19.65 8.45 17 27.49
16 70 6.58 9 20.16 6.15 9 31.83
17 30 10.93 36 20.51 9.74 32 25.70
18 50 8.47 17 21.00 8.67 17 28.40
19 50 9.67 19 20.45 9.36 19 28.44
20 100 3.40 3 22.05 -0.60 - 1 39.35
all 50 8.39 19 20.59 7.54 17 29.79

Table 18: Overbidding in each round, as a percentage of the stake size
πhigh1 − πlow1 .
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F Inequity aversion

Our experimental design also allows for the estimation of fairness preferences. We imple-
ment the Fehr and Schmidt (1999) model, which gives the following optimal bid condition:

y − πhigh1 − πlow1

2
= λV dis + µV adv (46)

V dis = max

(
0,

π
high,L
2 +π

low,L
2

2
+ w2 − πhigh1 − w1 + y

)
−max

(
0, πhigh,R2 + w2 − π

high
1 +πlow1

2
− w1

)

V adv = max

(
0, πhigh1 + w1 − y − π

high,L
2 +π

low,L
2

2
− w2

)
−max

(
0,

π
high
1 +πlow1

2
+ w1 − πhigh,R2 − w2

)
where V dis stands for the difference in disadvantageous inequity between having and not
having the decision right, and V adv stands for the difference in advantageous inequity
between having and not having the decision right. An individual behaving according
to the above model compares not only the utility values resulting from having or not
having the decision right, but also the expected payoff inequalities resulting from having
or not having the decision right. Note that whether Player 1 experiences advantageous or
disadvantageous inequity depends not only on the payoff levels but also on the bid chosen
by Player 1.

For better readability, we define:

η1 = πhigh1 − πhigh1 + πlow1

2
(47)

η2 =
πhigh1 + πlow1

2
− πhigh1 (48)

ηL = πhigh1 − πhigh,L2 + πlow,L2

2
(49)

ηR =
πhigh1 + πlow1

2
− πhigh,R2 (50)

ηw = w1 − w2 (51)

The optimal bid y∗ is then implicitly defined via:

y∗(λ, µ) =


η1 − λ

1+λ
η2 if (ηL + ηw < y∗) ∧ (ηR + ηw < 0)

1
1+λ

[η1 + λ(ηw + ηL) + µ(ηw + ηR)] if (ηL + ηw < y∗) ∧ (ηR + ηw > 0)

η1 + µ
1−µη2 if (ηL + ηw > y∗) ∧ (ηR + ηw > 0)

1
1−µ [η1 − µ(ηw + ηL) + λ(ηw + ηR)] if (ηL + ηw > y∗) ∧ (ηR + ηw < 0)

(52)

Which case in Equation 52 is relevant depends on the round and the parameters λ
and µ. The optimal bid is nonlinear in λ and µ. We estimate the parameters λ and µ via
nonlinear least squares on the bids. We include a constant β to account for interference
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preferences.51 The estimated model is:

yi,t = y∗i,t(λ, µ) + β + εi,t. (53)

λ .013038 (.0514239)
µ -.0886128* (.044491)
β -12.44203*** (1.783147)
obs 2440
subjects 122
R2 0.7604

Table 19: Estimation results of the model from Equation 53. We use a grid of 103

starting points for the three parameters and obtained standard errors via bootstrapping
with clusters at the individual level and 100 repetitions. Standard errors are shown in
parenthesis: * p < 0.05, ** p < 0.01, *** p < 0.001.

We find only weak evidence of aversion to advantageous inequity and no evidence of
aversion to disadvantageous inequity. The main explanation for overbidding relative to
the sequential equilibrium predictions is still interference aversion.

There are several reasons why inequity aversion seems to play a minor role in explain-
ing the data. First, in more complex decision tasks individuals may focus more strongly
on their own payoffs than on inequity concerns. Second, unlike decision problems such as
the dictator game, the decision problem in our experiment is not clearly framed as one
where individuals are morally obliged to share. Finally, experiment participants may not
have been aware of the effect that their bids had on the payoffs of the other player.

51Technically, this is not quite the same definition of interference as in the main body
of the paper, where the model additionally accounts for risk attitudes. Since in both the
risk-neutral and the risk-averse case there is strong evidence of interference aversion, we
interpret this as an additional robustness result.
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G Locus of control

We implement the Levenson Multidimensional Locus of Control Test as designed by Lev-
enson (1981) and translated from English to German by Krampen (1981). In personality
psychology, locus of control refers to the extent to which individuals believe that they
can control events that affect them. A person’s locus is either internal (i.e., the person
believes that events in his life derive primarily from his own actions) or external (i.e.,
the person believes that events in his life derive primarily from external factors, such as
chance and other people’s actions, which he cannot influence). Three separate scales are
used to measure locus of control: Internal Scale (I scale), Powerful Others External Scale
(P scale), and Chance External Scale (C scale). The I-scale measures the degree to which
individuals believe that they control their lives. The P-scale measures the degree to which
individuals believe that other persons control their lives. Finally, the C-scale measures
the degree to which individuals believe that chance plays a role in their lives.

The questionnaire is reported in Table 22. There are eight items on each of the three
scales, which are presented to the subject as one unified attitude scale of 24 items. The
specific content areas mentioned in the items are counterbalanced so as to appear equally
often for all three dimensions. To score each scale, the points of the answers for the items
appropriate for that scale (from 1 for strongly disagree to 6 for strongly agree) are added
up. The possible range on each scale is from 0 to 48. Each subject receives three scores
indicative of his or her locus of control on the three dimensions of I, P, and C. Table 20
reports summary statistics of the three scales across all participants. Since the empirical
distribution does not differ across treatments, Table 20 pools all treatments together.

scale No. mean standard min 25% median 75% max
deviation percentile percentile

I-scale 244 36 4 16 33 36 38 46
P-scale 244 24 5 10 21 24 27 38
C-scale 244 25 5 11 22 25 28 39

Table 20: Locus of Control: summary statistics of each scale.

Locus of Control
I-scale C-scale P-scale

overbidding
constant specification 0.1831 -0.1001 −0.2005∗

proportional specification 0.1396 -0.0453 -0.1681

Table 21: Correlation between locus of control (I,C, and P scales) and
overbidding (constant and proportional specifications of interference). *:
p < 0.05, **: p < 0.01,***: p < 0.001.

We assess whether attitudes toward locus of control are correlated with interference
preferences. As a monetary measure of interference preferences we employ the measure
of overbidding defined in Section 7.3 as the difference between the bid predicted by psy-
chological payoff maximization driven by interference preferences and the bid predicted
by expected utility maximization (with risk aversion coefficient ρ̂MPL). Table 21 reports
the correlation between each locus of control scale and overbidding. Only the correlation
computed using the P-scale and the constant specification of interference is statistically
significant at the 5% level. Thus, we conclude that attitudes toward locus of control
appear to be unrelated to interference preferences.
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1. (I) Whether or not I get to be a leader depends mostly on my ability.

2. (C) To a great extent my life is controlled by accidental happenings.

3. (P) I feel like what happens in my life is mostly determined by powerful people.

4. (I) Whether or not I get into a car accident depends mostly on how good a driver I am.

5. (I) When I make plans, I am almost certain to make them work.

6. (C) Of ten there is no chance of protecting my personal interests form bad luck happenings.

7. (C) When I get what I want, it is usually because I’m lucky.

8. (P) Although I might have good ability, I will not be given leadership responsibility without
appealing to those positions of power.

9. (I) How many friends I have depends on how nice a person I am.

10. (C) I have often found that what is going to happen will happen.

11. (P) My life is chiefly controlled by powerful others.

12. (C) Whether or not I get into a car accident is mostly a matter of luck.

13. (P) People like myself have very little chance of protecting our personal interests when
they conflict with those of strong pressure groups.

14. (C) It’s not always wise for me to plan too far ahead because many things turn out to be
a matter of good or bad fortune.

15. (P) Getting what I want requires pleasing those people above me.

16. (C) Whether or not I get to be a leader depends on whether I’m lucky enough to be in the
right place at the right time.

17. (P) If important people were to decide they didn’t like me, I probably wouldn’t make many
friends.

18. (I) I can pretty much determine what will happen in my life.

19. (I) I am usually able to protect my personal interests.

20. (P) Whether or not I get into a car accident depends mostly on the other driver.

21. (I) When I get what I want, it’s usually because I worked hard for it.

22. (P) In order to have my plans work, I make sure that they fit in with the desires of people
who have power over me.

23. (I) My life is determined by my own actions.

24. (C) It’s chiefly a matter of fate whether or not I have a few friends or many friends.

Table 22: Locus of Control questionnaire
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H Instructions

The experiment was conducted in German and the original instructions were in German.
Below we provide the translation in English.

Introduction

You are about to participate in a scientific study. Please read the following instructions
carefully. The instructions inform you about everything you need to know to participate
in the study. If you do not understand something, please raise your hand and an instructor
will come to you and answer your question.
For participating in this study and arriving on time, you have already earned a show up
fee of 2.50 Euro. During the study you may receive additional money by earning points.
The amount of points you earn will depend on your decisions and the decisions of other
participants. All points earned during the study will be converted to Euro at the end of
the session. The conversion rate is:

12 Points = 1 Euro

At the end of the study you will receive the amount of money that you earned plus the
2.50 Euro show up fee.
During the study, it is strictly forbidden to communicate with each other. In addition,
please use only the functions on the computer which relate directly to the study. Com-
munication or using the computer in a way unrelated to the study will lead to exclusion
from the study. If you have questions we are happy to assist you.

All participants are divided into two groups: Participants 1 and Participants 2. You
will be randomly assigned a group and remain in this group for the whole duration of the
session.

This study consists of three parts:

Part 1: Part 1 lasts for 20 rounds. In each round a Participant 1 and a Participant
2 will be matched randomly. At no time will you or any other participant be informed of
the identity of the individuals that you are matched with. At the end of the session, one
of the 20 rounds will be randomly selected and you will be paid according to the points
earned in the selected round only. Before Part 1 starts, there will be a trial round
which does not count toward your earnings.

Part 2: Instructions for Part 2 will be provided once Part 1 has ended.

Part 3: Instructions for Part 3 will be provided once Part 2 has ended.

Part 1 (Treatment 1 and 2)

[In Part 1, Treatment 1 and 2 differ only in the endowment of Participant 2. Sentences
that differ in the two treatments are highlighted.]

In each round each Participant 1 will be randomly matched with a Participant 2. In each
round Participant 1 and Participant 2 have the task of choosing a single card and will
earn points depending on the chosen card. There are 2 boxes, Box L and Box R. Each
box contains 2 cards, Card A and Card B.
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Card	
  A	
   Card	
  B	
  

If	
  Box	
  L	
  is	
  opened,	
  Player	
  1	
  must	
  choose	
  between	
  Card	
  A	
  and	
  Card	
  B.	
  
If	
  Box	
  R	
  is	
  opened,	
  Player	
  2	
  must	
  choose	
  between	
  Card	
  A	
  and	
  Card	
  B.	
  

In	
  either	
  boxes,	
  whether	
  Card	
  A	
  or	
  Card	
  B	
  is	
  selected	
  has	
  payoff	
  consequences	
  for	
  both	
  Player	
  
1	
  and	
  Player	
  2.	
  The	
  payoff	
  consequences	
  are	
  described	
  on	
  Slide	
  8.	
  

A	
   priori,	
   before	
   either	
   Box	
   L	
   or	
   Box	
   R	
   is	
   opened,	
   Player	
   1	
   and	
   Player	
   2	
   have	
   the	
   same	
  
informaHon	
  about	
  Card	
  A	
  and	
  Card	
  B	
  in	
  either	
  boxes.	
  	
  
AIer	
   a	
   specific	
   box	
   is	
   opened,	
   Player	
   1	
   and	
   Player	
   2	
   receive	
   addiHonal	
   (but	
   different)	
  
informaHon	
  about	
  Card	
  A	
  and	
  Card	
  B	
  in	
  that	
  box.	
  	
  

Box	
  L	
  

Card	
  A	
   Card	
  B	
  

Box	
  R	
  

Side	
  1	
   Side	
  1	
   Side	
  1	
  Side	
  1	
  

Side	
  2	
   Side	
  2	
   Side	
  2	
  Side	
  2	
  

Card A and Card B each have 2 sides. One side is marked ‘Side 1’, the other ‘Side 2’. The
color of Side 1 determines the points Participant 1 receives. The color of Side 2 determines
the points Participant 2 receives. Each side of a card can be Red or Green.
The cards’ colors in Box L are independent from the cards’ colors in Box R. The cards’
colors are also independent across rounds.

Each round has the following steps:

1. Information about points: Both participants learn the points associated with
the card selection.

2. Bidding: [In Treatment 1: Both participants receive an endowment of 100 points.
In Treatment 2: Participant 1 receives an endowment of 100 points.]. Participant
1 uses his/her endowment to bid for the right to choose the card. Depending on
the submitted bid:

• either Participant 1 receives the decision right and pays a fee

• or Participant 2 receives the decision right, in which case neither participant
pays any fee

3. Information about cards: If Participant 1 has the decision right, Box L is
opened. If Participant 2 has the decision right, Box R is opened. The computer
randomly determines the colors of Side 1 and Side 2 on the cards in the opened
box.

• Participant 1 learns the color of Side 1 on the cards in the opened box.

• Participant 2 learns the color of Side 2 on the cards in the opened box.

4. Card selection: The participant with the decision right selects a card out of the
opened box.

5. Earnings: The points earned by each participant in the round are recorded, but
each participant learns his/her earnings only at the end of the session.

Each step is explained in more detail below:

• Step 1 - Information about points

Information about points resulting from the card selection is provided in a table.
The table below is an example.
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Side 1 
40 points 

Side 1 
100 points 

Participant 1 

Box L 

Side 2 
70 points 

Side 2 
70 points 

Participant 2 

Side 1 
40 points 

Side 1 
100 points 

Participant 1 

Box R 

Side 2 
40 points 

Side 2 
100 points 

Participant 2 

In this example:

– If the card is selected from Box L:

Participant 1 receives 40 points if Side 1 is red, 100 points if Side 1 is green.

Participant 2 receives 70 points if Side 2 is red, 70 points if Side 2 is green.

– If the card is selected from Box R:

Participant 1 receives 40 points if Side 1 is red, 100 points if Side 1 is green.

Participant 2 receives 40 points if Side 2 is red, 100 points if Side 2 is green.

• Step 2 - Bidding

[In Treatment 1: Both participants receive an endowment of 100 points. In Treat-
ment 2: Participant 1 receives an endowment of 100 points.]. Using the endowment,
Participant 1 bids for the right to make the card selection at the end of the round.
Participant 2 cannot bid.

– If the bid of Participant 1 is successful, Participant 1 will have the decision
right. A fee will be paid by Participant 1.

– If the bid of Participant 1 is unsuccessful, Participant 2 will have the decision
right. No fee will be paid by either participant.

Participant 1 chooses a bid between 0 and 100 points.

0 ≤ bid ≤ 100

Whether the bid of Participant 1 is successful and, if so, which fee is deducted,
is determined as follows. The computer randomly draws one number out of the
integers between 1 and 100. Each number is equally likely to be drawn. If the
drawn number is smaller than or equal to the bid, then the bid is successful and
Participant 1 will pay a fee equal to the drawn number. If the drawn number is
larger than the bid, then the bid is unsuccessful and neither participant pays any
fee.

Examples:

1. Participant 1 chooses a bid equal to 15:

If the computer draws a number between 1 and 15, for example 10, then Participant
1 has the decision right and will pay a fee equal to 10. If the number is larger than
15, then Participant 2 has the decision right and neither participant pays any fee.
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2. Participant 1 chooses a bid equal to 75:

If the computer draws a number between 0 and 75, for example 60, then Participant
1 has the decision right and will pay a fee equal to 60. If the number is larger than
75, then Participant 2 has the decision right and neither participant pays any fee.

Given these rules, it is in the interest of Participant 1 to choose a bid which repre-
sents how much he/she values the decision right.

• Step 3 - Information about cards

Box L Box R

If Participant 1 has the decision right, Box L is used. The
computer randomly determines the colors of Side 1 and
Side 2 on the cards in Box L, by picking one of the four
cases shown below.

Card A Card B 

Side 1 Side 1 

Side 2 

Card A Card B 

Side 1 Side 1 

Card A Card B 

Side 1 Side 1 

Card A Card B 

Side 1 Side 1 

case 1: probability 1/4 case 2: probability 1/4 

case 3: probability 1/4 case 4: probability 1/4 

Side 2 Side 2 Side 2 

Side 2 Side 2 Side 2 Side 2 

If Participant 2 has the decision right, Box R is used.
The computer randomly determines the colors of Side 1
and Side 2 on the cards in Box R, by picking one of the
four cases shown below.

Card	
  A Card	
  B 

Side	
  2 Side	
  2 

Side	
  1 

Card	
  A Card	
  B 

Side	
  2 Side	
  2 

Card	
  A Card	
  B 

Side	
  2 Side	
  2 

Card	
  A Card	
  B 

Side	
  2 Side	
  2 

case	
  1:	
  probability	
  1/4 case	
  2:	
  probability	
  1/4 

case	
  3:	
  probability	
  1/4 case	
  4:	
  probability	
  1/4 

Side	
  1 

Side	
  1 Side	
  1 Side	
  1 Side	
  1 

Side	
  1 Side	
  1 

Then Box L is opened. Then Box R is opened.
Participant 1 observes Side 1 of Card A and Card B, but
not Side 2. Participant 2 observes Side 2 of Card A and
Card B, but not Side 1.

Participant 1 observes Side 1 of Card A and Card B, but
not Side 2. Participant 2 observes Side 2 of Card A and
Card B, but not Side 1.

• Step 4 - Card selection

The participant with the decision right selects Card A or Card B.

– If Participant 1 has the decision right, he/she selects a card out of Box L.

– If Participant 2 has the decision right, he/she selects a card out of Box R.

• Step 5 - Earnings

The points earned in the round depend on the selected card. The color of Side 1
determines the points Participant 1 receives. The color of Side 2 determines the
points Participant 2 receives.

Participant 1’s earnings are: Endowment - Fee + Points from card selection

Participant 2’s earnings are: [In Treatment 1: Endowment + Points from card
selection] [In Treatment 2: Points from card selection ]

Part 1 (Treatment 3)

In each round each Participant 1 will be randomly matched with a Participant 2. In each
round Participant 1 and Participant 2 have the task of choosing a single card and will
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Card	
  C 

Box	
  L 

Card	
  A Card	
  B 

Box	
  R 

Side	
  1 Side	
  1 Side	
  1 

Side	
  2 Side	
  2 Side	
  2 

earn points depending on the chosen card. There are 2 boxes, Box L and Box R. Box L
contains one card, Card C. Box R contains two cards, Card A and Card B.
Card A, B and C each have 2 sides. One side is marked ‘Side 1’, the other ‘Side 2’. The
color of Side 1 determines the points Participant 1 receives. The color of Side 2 determines
the points Participant 2 receives. Each side of a card can be Red or Green.
The cards’ colors in Box L are independent from the cards’ colors in Box R. The cards’
colors are also independent across rounds.

Each round has the following steps:

1. Information about points: Both participants learn the points associated with
the card selection.

2. Bidding: Participant 1 receives an endowment of 100 points. Participant 1 uses
his/her endowment to bid for Box L to be used instead of Box R. Depending on
the submitted bid:

• either Box L is used and Participant 1 pays a fee

• or Box R is used, in which case neither participant pays any fee

3. Information about cards: If Participant 1’s bid is successful, Box L is opened.
Otherwise, Box R is opened. The computer randomly determines the colors of Side
1 and Side 2 on the card(s) in the opened box. Side 1 of Card C is always Green.

• Participant 1 learns the color of Side 1 on the card(s) in the opened box.

• Participant 2 learns the color of Side 2 on the card(s) in the opened box.

4. Card selection: If Box L is opened, Card C is selected automatically. If Box R
is opened, Participant 2 selects a card out of Box R.

5. Earnings: The points earned by each participant in the round are recorded, but
each participant learns his/her earnings only at the end of the session.

Each step is explained in more detail below:

• Step 1 - Information about points

Information about points resulting from the card selection is provided in a table.
The table below is an example.
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Side 1 
100 points 

Participant 1 

Box L 

Side 2 
70 points 

Side 2 
70 points 

Participant 2 

Side 1 
40 points 

Side 1 
100 points 

Participant 1 

Box R 

Side 2 
40 points 

Side 2 
100 points 

Participant 2 

In this example:

– If Card C is selected from Box L:

Participant 1 receives 100 Points, since Side 1 is green.

Participant 2 receives 70 Points if Side 2 is red, 70 Points if Side 2 is green.

– If the card is selected from Box R:

Participant 1 receives 40 Points if Side 1 is red, 100 Points if Side 1 is green.

Participant 2 receives 40 Points if Side 2 is red, 100 Points if Side 2 is green.

• Step 2 - Bidding

Participant 1 receives an endowment of 100 points. Using the endowment, Partici-
pant 1 bids for Box L to be used instead of Box R. Participant 2 cannot bid.

– If the bid of Participant 1 is successful, Box L is used. A fee will be paid by
Participant 1.

– If the bid of Participant 1 is unsuccessful, Box R is used. No fee will be paid
by either participant.

Participant 1 chooses a bid between 0 and 100 points.

0 ≤ bid ≤ 100

Whether the bid of Participant 1 is successful and, if so, which fee is deducted,
is determined as follows. The computer randomly draws one number out of the
integers between 1 and 100. Each number is equally likely to be drawn. If the
drawn number is smaller than or equal to the bid, then the bid is successful and
Participant 1 will pay a fee equal to the drawn number. If the drawn number is
larger than the bid, then the bid is unsuccessful and neither participant pays any
fee.

Examples:

1. Participant 1 chooses a bid equal to 15:

If the computer draws a number between 1 and 15, for example 10, then Box L is
used and Participant 1 will pay a fee equal to 10. If the number is larger than 15,
then Box R is used and neither participant pays any fee.

2. Participant 1 chooses a bid equal to 75:

If the computer draws a number between 0 and 75, for example 60, then Box L is
used and Participant 1 will pay a fee equal to 60. If the number is larger than 75,
then Box R is used and neither participant pays any fee.
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Given these rules, it is in the interest of Participant 1 to choose a bid which repre-
sents how much he/she values the use of Box L instead of Box R.

• Step 3 - Information about cards

Box L Box R

If the bid of Participant 1 is successful, Box L is used.
The computer randomly determines the color of Side 2 of
Card C in Box L, by picking one of the two cases shown
below.

Card	
  C 

Side	
  1 

Card	
  C 

Side	
  1 

case	
  1:	
  probability	
  1/2 case	
  2:	
  probability	
  1/2 

Side	
  2 Side	
  2 

If the bid of Participant 1 is unsuccessful, Box R is used.
The computer randomly determines the colors of Side 1
and Side 2 on the cards in Box R, by picking one of the
four cases shown below.

Card	
  A Card	
  B 

Side	
  2 Side	
  2 

Side	
  1 

Card	
  A Card	
  B 

Side	
  2 Side	
  2 

Card	
  A Card	
  B 

Side	
  2 Side	
  2 

Card	
  A Card	
  B 

Side	
  2 Side	
  2 

case	
  1:	
  probability	
  1/4 case	
  2:	
  probability	
  1/4 

case	
  3:	
  probability	
  1/4 case	
  4:	
  probability	
  1/4 

Side	
  1 

Side	
  1 Side	
  1 Side	
  1 Side	
  1 

Side	
  1 Side	
  1 

Then Box L is opened. Then Box R is opened.
Participant 1 observes Side 1 of Card C, but not Side 2.
Participant 2 observes Side 2 of Card C, but not Side 1.

Participant 1 observes Side 1 of Card A and Card B, but
not Side 2. Participant 2 observes Side 2 of Card A and
Card B, but not Side 1.

• Step 4 - Card selection

– If Box L is used, Card C is selected automatically.

– If Box R is used, Participant 2 selects a card out of Box R.

• Step 5 - Earnings

The points earned in the round depend on the selected card. The color of Side 1
determines the points Participant 1 receives. The color of Side 2 determines the
points Participant 2 receives.

Participant 1’s earnings are: Endowment - Fee + Points from card selection

Participant 2’s earnings are: Points from card selection

Part 1: Comprehension questions

For each of the following statements, please select ‘correct’ or ‘incorrect’:

• If participant 1 has the decision right, box R is opened. (correct: Not True)

• It is in the best interest of participant 1, to bid equal to his/her true valuation for
the decision right. (correct: True)

• The participants receive payments for each round of part 1. (correct: Not True)

• If the bid of participant 1 is higher than the randomly determined number, partic-
ipant 1 has to pay a fee equal to the amount of the bid. (Correct: Not True)

69



Part 2: Lottery-choice questionnaire

In Part 2 you are presented with a series of decisions. Each decision is a paired choice
between two options, Option A and Option B. Option A gives you a specific amount of
points with certainty. Option B gives you either a high amount of points or a low amount
of points, with equal probability. At the end of Part 2 one decision will be randomly
selected and you will receive the points that have resulted from your own choice in that
decision only.

Part 3: Locus of Control questionnaire

In Part 3 you are presented with a series of statements and you are asked to indicate the
extent to which you agree or disagree to each of them, using a scale that ranges from
‘strongly disagree’ to ‘strongly agree’. For each statement, please select the answer that
best reflects your own opinion. Your answers will be always treated anonymously.
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I Screen Shots

Figure 5: Example: Participant 1 will bid for the decision right, after ob-
serving the high and low payoffs for each participant for each box. From Box
L, Participant 1 can earn 75 points (high payoff) or 25 points (low payoff),
and Participant 2 can earn 65 points (high payoff) or 35 points (low payoff).
From Box R, Participant 1 can earn 75 points (high payoff) or 25 points
(low payoff), and Participant 2 can earn 65 points (high payoff) or 35 points
(low payoff).
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Figure 6: Example (cont.): Participant 1 has the decision right and will
select a card from Box L, after observing that Card B gives him the high
payoff (75 points) while Card A gives him the low payoff (25 points). Par-
ticipant 1 does not observe which card gives the high payoff to Participant
2. If Card A is selected, Participant 2 is equally likely to receive the high
payoff (65 points) or the low payoff (35 points). Analogously, if Card B is
selected, Participant 2 is equally likely to receive the high payoff (65 points)
or the low payoff (35 points).
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